
Hale COLLAGE 2017 Lecture 15

Flare	loop	observations:	
imaging	and	spectroscopy	II

Bin	Chen	(New	Jersey	Institute	of	Technology)



Outline
• Flare	spectroscopy*
• Review	on	some	fundamentals
• Atomic	structure
• line	diagnostics
• Suggested	reading:	Ch.	3	of	P.	Foukal,	Ch.	2	of	
Tandberg-Hanssen	&	Emslie

• Examples	of	flare	spectroscopic	observations
• Chromospheric	evaporation
• Reconnection	site

*	This	lecture	focuses	on	optically	thin	(E)UV	lines



Atomic	energy	levels

An	hydrogen	atom



Atomic	levels	of	hydrogen:	
principle	quantum	number	𝑛2.4. ATOMIC ENERGY LEVELS 49
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Figure 2.8: The principal hydrogen series are shown with the y-axis proportional to the photon
energy of the emission. The wavelengths of the transitions are given in Ångstrøm units.

should have a factor of Z2 = 4 higher energy difference according to Eq. (2.4.3), or
a factor of 1/4 smaller wavelength, than in hydrogen. Thus, the Lyman-α transition
at λ = 1215 Å in hydrogen is expected to happen at λ/4 = 304 Å in singly ionized
helium, which is indeed one of the strongest lines in the solar XUV spectrum.

The basic energy levels in hydrogen-like atoms are given by the principal quantum
number n = 1, 2, 3, ... . The next quantum number is the orbital angular momentum
l = 0, ..., n−1, quantized in units of h̄. Additional quantum numbers are the projected
angular momentum ml, also quantized in units of h̄, and the electron spin number
ms = −h̄/2, +h̄/2. Thus, an energy state of an electron in an atom is specified by the
4 quantum numbers nlmlms. In spectroscopic nomenclature, the principal quantum
number is given in arabic numbers n = 1, 2, 3, ..., the orbital angular momentum l by
the letters s, p, d, f , and the number of electrons occupying this state are indicated by
a superscript. A few examples of this spectroscopic nomenclature of atomic configura-
tions are listed in Table 2.1.

The ionization state of an atom (i.e., the number of electrons that have been re-
moved), is conventionally denoted by an arabic superscript m with a plus sign (X+m),
indicating the positive charge of the ion (e.g., Fe+9 for a ninefold-ionized iron ion).
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ν = 1 GHz, according to Eq. (2.3.16),
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where λT ≈ 50 Mm corresponds to the thermal scale height of the 1 MK corona.
For lower radio frequencies, the corona becomes optically thick to free-free emission,
while it is generally optically thin for higher frequencies and higher temperatures, such
as during flares.

2.4 Atomic Energy Levels

While free-free transitions, as discussed in the foregoing section, represent close en-
counters of an electron with an ion that do not change the atomic structure, more intru-
sive processes are free-bound transition, excitation, and ionization, where the incoming
free electron becomes bound to the target ion, excites an electron, or hits an electron
out of the atom, respectively. In order to understand such processes quantitatively we
have to resort to the quantum-mechanical theory of the atomic structure.

The simplest atom is hydrogen (H), consisting of a nucleus with a (positively
charged) proton, neutron, and an orbiting electron. In the 1 MK hot solar corona,
hydrogen is completely ionized, so that we have a plasma of free electrons (e−) and
protons (positive H ions, H+), with He nuclei. If an electron becomes captured by a hy-
drogen ion, quantum mechanics rules allow only discrete energy levels (or orbits in the
semi-classical treatment), numbered as n = 1, 2, 3, 4, ... (Fig. 2.7). The wavelengths
of these transitions were found by Balmer (1885) to follow discrete values, which are
called the Balmer series, denoted as Hα, Hβ, Hγ, Hδ in Fig. 2.7,

λ = 3645.6
n2

n2 − 4
Å, n = 3, 4, 5, ... (2.4.1)

Johannes Rydberg later (1906) found more such series of discrete wavelengths and
generalized Balmer’s formula to any transition from orbit n1 to n2, with n2 > n1,
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with RH = 1.0974×105 cm−1 the Rydberg constant. Transitions to n1 = 1 are called
the Lyman series (Lyα, Lyβ, ...), to n1 = 2 the Balmer series (Hα, Hβ, ...), to n1 = 3
the Paschen series (Pα, Pβ, ...), to n1 = 4 the Brackett series, to n1 = 5 the Pfund
series, and so forth. A diagram of the transitions and associated wavelengths in the
hydrogen atom is shown in Fig. 2.8. We see that the shortest wavelength of transitions
in the hydrogen atom is at the continuum limit of the Lyman series, at λ = 912 Å. This
wavelength is in the ultraviolet regime (Fig. 1.25), and all other hydrogen lines are at
longer wavelengths in the optical and infrared regime.
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n	=	1,	2,	3,	4	…	are	also	labeled	as	
K,	L,	M,	N	...	“shells”



• As	the	energy	levels	increase,	so	
do	the	number	of	“subshells”	
which	are	associated	with	the	
orbital	angular	momentum.

• 𝑙 = 0, 1, … , 𝑛 − 1,	labelled	as	s,	
p,	d,	f,	g,	h,	i …
• The	first energy	level	(n=1)	has	1

subshell	(s)
• The	second energy	level	(n=2)	has	2

subshells	(s	&	p)
• The	third energy	level	(n=3)	has	3

subshells	(s,	p,	&	d)

Atomic	levels	of	hydrogen:	
orbital	angular	quantum	number	𝑙

Probability	densities	for	a	hydrogen	electron

𝑚* = 0

𝑙

𝑛



Atomic	levels	of	hydrogen:	
Additional	quantum	numbers	𝑚*,	𝑚+
• 𝑚*:	magnetic	(or	projected)	quantum	number	of	the	
angular	momentum,	from	−𝑙 to	𝑙,	including	0

• 𝑚+:	spin	quantum	number,	−½ or	½ for	a	single	electron

Spin	up Spin	down

𝑙 = 0 (s),	one	possible	state

𝑙 = 1 (p),	three	possible	states

Two	possible	states



Spectroscopic	notation
50 CHAPTER 2. THERMAL RADIATION

Table 2.1: Spectroscopic nomenclature for ground configurations of elements between Z=1 and
Z=26 (adapted from Zirin 1988 and Golub & Pasachoff 1997).

Element Symbol Z Ground configuration
Hydrogen H 1 1s
Helium He 2 1s2

Lithium Li 3 1s22s
Beryllium Be 4 1s22s2

Boron B 5 1s22s22p
Carbon C 6 1s22s22p2

Nitrogen N 7 1s22s22p3

Oxygen O 8 1s22s22p4

Fluorine F 9 1s22s22p5

Neon Ne 10 1s22s22p6

Sodium Na 11 1s22s22p63s
Potassium K 19 1s22s22p63s23p64s
Calcium Ca 20 1s22s22p63s23p64s2

Vanadium V 23 1s22s22p63s23p64s23d3

Chromium Cr 24 1s22s22p63s23p64s3d5

Iron Fe 26 1s22s22p63s23p64s24p6

The spectra from such ions are also labeled with roman numerals, but starting with the
neutral ion (e.g., Fe I corresponds to the neutral iron atom, Fe II is a singly ionized iron
ion, or Fe X is the ninefold-ionized iron ion Fe+9).

2.5 Atomic Transition Probabilities

The solar spectrum in EUV and soft X-rays is dominated by a large number of emission
lines (Fig. 1.25). The relative line strengths can only be understood if we know the rel-
ative transition probabilities between the quantized atomic energy levels in each chem-
ical element. Obviously the emission of photons, and thus a particular line strength,
must strongly depend on the temperature of the plasma. So we turn back to the black-
body concept introduced in §2.2.

Let us consider a plasma with a temperature T consisting of a large number of
identical atoms of some chemical element. The electrons are found in the available
quantized energy levels, while the emitted photons form an electromagnetic radiation
field that continuously disturbs the electrons. If the atom absorbs a photon, resulting
in an orbiting electron moving from a lower to a higher energy orbit, we call it in-
duced absorption, while the reverse process, when an electron moves from a higher
orbit to a lower one as a result of external radiation and emits a photon with energy
hν = ϵ2 − ϵ1 is called stimulated emission. We denote the transition rates from level n
to m with Rnm, and Rmn vice versa. Whatever the initial conditions and temperatures

Table	2.1	of	Aschwanden’s book

Principal	quantum	number	𝑛

#	of	equivalent	
electrons	in	this	state

Orbital	quantum	number	𝑙

Atomic	configuration 1𝑠.



Spin-orbit	interaction	and	fine	
structure	splitting
• Hydrogen	Lyman-α	line

• Multi-electron	system:
• Total	orbital	angular	momentum:	𝑳 = ∑ 𝒍2��
• Total	spin	angular	momentum:	𝑺 = ∑𝒔2��
• Total	angular	momentum:	𝑱 = 𝑳 + 𝑺
• Total	angular	momentum	number	J ranges	from	 𝐿 − 𝑆 to	𝐿 + 𝑆
• Multiplicity	or	“terms”:		𝑟 = 2𝑆 + 1

3/16/2017 Hydrogen Fine Structure

http://hyperphysics.phy-astr.gsu.edu/hbase/quantum/hydfin.html 1/7

Hydrogen Fine Structure
When the familiar red spectral line of the hydrogen spectrum is examined at very high resolution, it

is found to be a closely-spaced doublet. This splitting is called fine structure and was one of the first

experimental evidences for electron spin.

The small splitting of the spectral

line is attributed to an interaction

between the electron spin S and

the orbital angular momentum L.

It is called the spin-orbit

interaction.

The familiar red H-alpha line of hydrogen is

a single line according to the Bohr theory.

The straight application of the Schrodinger

equation to the hydrogen atom gives the

same result. If you calculate the wavelength

of this line using the energy expression from

the Bohr theory, you get 656.11 nm for

hydrogen, treating the nucleus as a fixed

center. If you use the reduced mass, you get

656.47 nm for hydrogen and 656.29 nm for

deuterium. The difference between the

hydrogen and deuterium lines is about 0.2

nm and the splitting of each of them is about

0.016 nm, corresponding to an energy

difference of about 0.000045 eV. This

corresponds to an internal magnetic field on

the electron of about 0.4 Tesla.

Index
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Spectroscopic	notation:	term	symbol

𝑛𝑙<	 𝐿>?

Principal	quantum	number

Multiplicity	of	terms

Total	orbital	quantum	number

Total	𝐽 value

#	of	equivalent	
electrons	in	this	state

Orbital	quantum	number

Atomic	configuration Term	symbol

Example:	ground	state	of	Na	I	is	1𝑠.2𝑠.2𝑝B3𝑠 𝑆D/..



Line	transition	and	selection	rules
Grotrian diagram	(or	term	diagram)	for	atomic	hydrogen

Selection	rules:
• ∆𝑆 = 0
• ∆𝐿 = 0,±1
• ∆𝐽 = 0,±1 except	𝐽H = 0 to	𝐽 = 0
• Parity	(sum	of	𝑙 values	of	all	electrons)	

must	change	by	1	

Spectral	line	frequency:

𝜈 =
𝐸H − 𝐸
ℎ



Warren&et&al.&2013&

e.g.$Fe'XXI:'Fe&ionized&
20'2mes&CCC&Z=26&
nucleus&w/&6&
electrons&

More	complicated	
system
An	example	from	Lecture	11



Basic	atomic	transition	processes

• Discrete	bound-bound	transitions
• 𝜆 = ℎ𝑐/Δ𝐸,	where	Δ𝐸 is	the	energy	
difference	of	the	two	levels

• Result	in	discrete	emission	or	absorption	
lines

• bound-free	and	free-bound	
(recombination)	transitions
• 𝜆 = ℎ𝑐/Δ𝐸,	now	Δ𝐸 = 𝐸2 +

D
.
𝑚O𝑣O.,	where	

𝐸2 is	the	ionization	energy	of	the	bound	state
• Produce	series	limit	continua.	E.g.,	Lyman	
and	Balmer continua	at	𝜆 < 912	Å and	
3646	Å.

• Free-free	(bremsstrahlung)	radiation	

2.6. IONIZATION AND RECOMBINATION PROCESSES 53

Induced absorption

+Ze

e-ν

Stimulated emission

+Ze

e-

ν

ν Spontaneous emission

+Ze

e-

ν

Photo-ionization

+Ze

e-ν

Radiative recombination

+Ze

e- ν

Dielectric recombination

+Ze

e-

e-

Auto-ionization

+Ze

e-

e-

Thomson scattering

e-
ν

Free-free emission

+Ze

e-
ν

Free-free absorption

+Ze

e-
ν

Collisional excitation

+Ze

e-
e-

Collisional de-excitation

+Ze

e-e-

Collisional ionization

+Ze

e-
e-

3-body recombination

+Ze

e-

e-

Figure 2.9: Diagrams of absorption, emission, ionization, recombination, excitation, and de-
excitation processes, sorted in same order as in Table 2.2. Atoms and ions are marked with filled
dots, electrons with open dots, electron orbits with circles, electron transitions with arrows, and
photons with a wiggly arrow. Time is proceeding from left to right.

Induced absorption : An incoming photon can excite an electron in an atom to
a higher energy state ϵn = ϵm + hν. This process occurs with a probability that is
proportional to the occupation number Nm in state m and the energy density Uν of the
radiation field, where the transition probabilities are specified by the Einstein coeffi-
cients Bmn (Eq. 2.5.2), giving a transition rate R = UνBmnNm. This process is of the
type of discrete bound-bound transitions, which produce numerous absorption lines in
the solar corona (e.g., the Fraunhofer lines at optical wavelength and UV wavelengths).
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Line	profiles

• Lorentzian:
𝐼(𝜈) ∝

1

(𝜈 − 𝜈Z).+(
∆𝜈
2 )

.

• Gaussian:

• ∆𝜈 determines	the	FWHM	
of	the	line
• Centroid	position	shift	
gives	bulk	velocity

𝐼(𝜈) ∝ exp −
2 ln 2�

∆𝜈 (𝜈 − 𝜈Z)
.

FWHM
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Line	profile:	natural	broadening

• Heisenberg	uncertainty	principle:	

• In	general

• Line	shape	function	is	Lorentzian
• Line	width	is	typically	very	small	
(e.g.,	0.46	mA	for	H-alpha)

� Natural line broadening

6

2. Types of line broadening

1. Heisenberg uncertainty principle:

2. In general
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Line	profile:	collisional	broadening

• Electron	orbitals	can	be	perturbed	by	collisions	with	other	
particles
• Characteristic	time	𝜏e is	the	mean	free	time	between	
collisions
• Line	shape	function	– Lorentzian:

• Line	width:

• Increases	with	density	𝑛 and	temperature	𝑇.	
∆𝜈e =

1
2𝜋

1
𝜏e,`

+
1
𝜏e,*

𝐼 𝜈 =
1
𝜋

Δ𝜈e/2

(𝜈 − 𝜈Z).+(
∆𝜈e
2 ).

H-alpha

Lorentzian	wing



Line	profile:	Doppler	broadening

• Moving	particles	see	different	frequency:	
Doppler	shift
• Doppler	shift:	∆g

g
= h ijk l	

e
• Maxwellian velocity	distribution	for	
thermal	plasma

𝑑𝑓 𝑣 =
𝑚

2𝜋𝑘𝑇
D/.

exp −
𝑚𝑣.

2𝑘𝑇 𝑑𝑣

• Line	profile	is	Gaussian:

𝐼 𝜈 ∝ exp − . pq .�

∆gr
(𝜈 − 𝜈Z

.
,	

where	∆𝜈s = 1.67 gv
e

.wx
y

�
is	the	FWHM



Line	profile:	Doppler	broadening

• Additional	Doppler	broadening	due	to	turbulent	
macroscopic	bulk	motions
• Assuming	the	turbulent	velocity	distribution	is	also	
Maxwellian with	a	rms velocity	𝑣?y+,	the	FWHM	
becomes:

∆𝜈s = 1.67
𝜈Z
𝑐

2𝑘𝑇
𝑚 + 𝑣?y+.

�

• The	additional	line	width	is	sometimes	referred	to	
as	non-thermal	line	width



Line	intensity:	
differential	emission	measure
Recap	from	lecture	11
• Line	intensity:		

𝐼z = {
𝐺z 𝑇O
𝑑. 𝐷𝐸𝑀 𝑇 𝑑𝑇

�

�
• 𝐺z(𝑇O) is	the	contribution	
function	of	the	given	line	(erg	
cm3 s-1 sr-1),	calculated	from	
atomic	physics	(e.g.,	CHIANTI)
• 𝐼z is	obtained	from	observation

Iλ =
Gλ (Te )
d 2

EM

max(G/d2)&&
=&7.4&×&10C52&&

&EM&>&4.0&×&1049&cmC3&&

=&0.03&erg&cmC2&sC1&

128.7&Å&

6&MK&&�&&Te&&�&&22&MK&

G λ
(T
)/
d2
&

amplitude''
constrains'EM'&'T'

𝐼z	=	Area	under	
curve

From	Lecture	11



DEM:	EM	loci	approach

• Assume	all	the	observed	line	intensity	
𝐼z is	produced	by	plasma	with	a	total	
emission	measure	𝐸𝑀 at	a	single	
temperature	𝑇O

𝐸𝑀*�e2(𝑇O) = 𝐼z/
𝐺z 𝑇O
𝑑.

• 𝐸𝑀*�e2 𝑇O represents	the	upper	limit	
of	the	true	𝐸𝑀 at	this	temperature.	
Such	curves	are	known	as	EM	loci	
curves
• Observation	of	multiple	lines	
produces	a	set	of	EM	loci	curves,	
which	constrain	EM	at	different	
temperatures

The Astrophysical Journal, 740:2 (12pp), 2011 October 10 Winebarger et al.

Figure 3. Left panel: the thick solid lines show the best DEM for the input XRT and EIS intensities and the dotted lines surrounding the solid line give an estimate of
the error in the DEM. The blue line represents the maximum emission that can be added to a single temperature bin without changing the modeled intensity by more
than the observed errors. Right panel: the integral form of the DEM and corresponding EM loci curves. The EIS EM loci curves are shown in pink and the XRT EM
loci curves are shown in green.

factor of 3 × 105) without changing the modeled intensities
by more than the errors. This implies this temperature bin is not
well constrained and emission could be in this temperature bin,
but the spectral lines and filters we are using in this analysis
are not sensitive to it. The ratio of this “maximum DEM” to
the calculated DEM is less than 3.0 in the temperature range
of 6.1 ! log T ! 6.7; we consider this temperature range well
constrained by the observations.

If we define the DEM to be ξ = n2ds/dT , we can write the
intensity in a given spectral line or filter, Iλ, in terms of the
emissivity function or filter response function, ϵλ(T , n), i.e.,

Iλ = 1
4π

∫
ϵλ(T , n)ξdT (3)

1 =
∫

ϵλ(T , n)
4πIλ

ξdT (4)

1 =
∫

1
ξloci(T )

ξdT , (5)

where we have introduced the emission measure loci function,

ξloci(T ) = 4πIλ

ϵλ(T , n)
(6)

(Jordan et al. 1987). In the right panel of Figure 3, the emission
measure distribution, i.e., ξ (T )dT , is shown in black. The EM
loci curves for the EIS lines considered in this analysis are shown
in red and the EM loci for the XRT filter intensities are shown in
green. The blue line shows the maximum emission possible in
a single bin without changing the modeled intensities by more
than the errors. Note that the thickest XRT filter (Be_thick) does
not constrain the emission measure at high temperatures well
due to the large uncertainties in the intensities.

3.2. Moss Density

In this research, we use the density-sensitive line intensities in
the moss to constrain the steady heating model. Though we use
the actual intensities in the model, we present here a calcula-
tion of the density from the line ratio. This data set includes
two density-sensitive line pairs, Fe xii 186.880/195.119 Å

and Fe xiii 203/202 Å. We choose to use the cooler of these
(Fe xii) to determine the density in the moss.

The top two panels of Figure 4 show the two Fe xii spectral
lines. First we use the intensity in the density-sensitive line,
in this case Fe xii 186.880 Å, to define the moss. We choose
a threshold of 1200 erg cm−2 s−1 sr−1. The moss regions are
shown with contours in Figure 4.

Before we calculate the density, we first need to subtract
the background emission from the moss regions. Because moss
forms the footpoints of the high-temperature loops, we are not
only looking through the ambient corona, but also through the
hot loops above the moss. To account for this, we choose to use
the central region of the core (shown as a rectangle in Figure 2)
as the background. These background intensities are the same
as the apex intensities and given in Table 2.

Using the ratio of the background-subtracted intensity and
the density-sensitive emission measure ratio calculated from
CHIANTI version 6.0.1, we calculate a density for each moss
pixel. The lower left panel shows a density map of the moss re-
gions. The density does not appear to depend on spatial location
in the primary moss regions, though the satellite regions to the
right typically have lower densities. The lower right panel is a
histogram of the number of pixels in the moss region with a
given density. The average density is log n = 10.15 cm−3 and
the standard deviation is 0.49. The largest densities measured in
this region are ∼5 × 1010 cm−3.

3.3. Loop Length

We approximate the loop lengths and geometries in the
active region core using a potential field extrapolation of the
photospheric field. First, we start with the full Sun, time-
averaged photospheric magnetic field measurements, shown in
the upper left panel of Figure 5. We extract a region of full
disk magnetic field around the active region, shown with an
“×” in the figure. The extracted region, shown in the upper
right panel of Figure 5, has been generated so that the pixels
are approximately square with the pixel sizes measured in
Megameters from the center of the active region. Hence, we
create a magnetic field coordinate system that is Cartesian
around the middle of the active region. We transform the
coordinates from the magnetic field coordinate system to the
image coordinate system using the transformation matrixes in
Aschwanden et al. (1999).

6

Winebarger	et	al	2011

Maximum	EM	(T)



DEM	reconstruction
• Observations	(recap	from	Lecture	11)

• From	spectral	data:	𝐼z = ∫ �� x�
��

𝐷𝐸𝑀� 𝑇 𝑑𝑇�
�

• From	filter-graph	images:	𝐵 = ∫𝑅 𝑇 	𝐷𝐸𝑀e 𝑇 𝑑𝑇�
�

• N	measurements							N	constraints	on	DEM(T)
• To	form	a	DEM(T)	curve,	one	needs	many	solutions	at	
different	T							under-constrained	problem
• Approaches

o Reduce	#	of	free	parameters	by	prescribing	the	DEM	curve	to,	
e.g.,	one	or	multiple	Gaussians	(e.g.,	Aschwanden et	al	2013)	
or	interpolated	spline	function	(e.g.,	the	Hinode/XRT	method)

oMonte-Carlo	forward-fitting	(e.g.,	Kashyap &	Drake	1998)
o Regularized	inversion	(Hannah	&	Kontar 2012)



line	ratio	diagnostics

• Certain	line	intensity	ratios	for	a	given	ion	can	be	used		for	density	or	
temperature	diagnostics	

• At	low	densities,	collisional	de-excitation	(𝐶`*𝑛`)	is	not	important,	collisional	
excitation	(𝐶*`𝑛*)	is	balanced	by	spontaneous	emission	(𝐴`*𝑛`)
���
���

= ������<�
������<�

= ������<�
������<�

~ ���
���

~ ���
���

exp ����
wx

(let’s	ignore	transitions	between	levels	2	&	3) Temperature	
dependence



• At	high	densities,	collisional	de-
excitation	becomes	important.	
• The	radiative	depopulation	rate	
becomes	negligible	comparing	
to	the	collisional	de-excitation.	
At	the	limit	of	LTE:

• Now	the	line	ratio	achieves	
another	limit	

Line	ratio	diagnostics

𝜀�D
𝜀.D

=
𝐸�D𝐴�D𝑁�
𝐸.D𝐴.D𝑁.

=
𝐸�D𝐴�D𝑔�
𝐸.D𝐴.D𝑔.

exp
−𝐸.�
𝑘𝑇

𝑁`
𝑁*

=
𝑔`
𝑔*
exp

−𝐸`*
𝑘𝑇
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Figure 11. EIS observations of a small active region beginning on 2007 December 2 at 11:10:44 UT. Top panels: rasters in three pairs of density sensitive lines.
Intensities have been extracted from the region indicated by the white line. Bottom panels: densities computed from the three pairs of lines. The final panel shows the
densities as a function of position. The Fe xiii and Si x densities are in generally good agreement while the Fe xii densities are systematically higher.
(A color version of this figure is available in the online journal.)

shift measurements (see their Figure 19). Their model shows
significant expansion at temperatures above log T ≈ 5.0. In
both cases, as the authors were well aware, comparisons were
made with spatially averaged quiet Sun observations and the
applicability of these results to our modeling of the active region
moss is unclear. Patsourakos et al. (1999) used spatially resolved
measurements of the quiet network to examine loop expansion
from the transition region to the corona. The amount of loop
expansion that they measured is generally similar to what we
have determined here, although it appears to begin at a somewhat
lower temperature than in our model.

One factor that we have not considered is the impact of
chromospheric absorption on the moss intensities. De Pontieu
et al. (1999) have shown that the evolving, reticulated pattern
of the moss is often related to obscuration by chromospheric
jets on neighboring field lines. Absorption leads to reduced
observed intensities and impacts the filling factors and heating
rates determined from the observations. This chromospheric
absorption could also be stronger at the lowest heights and
could explain the lower intensities of the lower temperature
lines. This could also potentially complicate the inference of
the transition region geometry from the observed intensities.
Recent analysis of coordinated EIS and SUMER observations
suggests that emission below the Lyman continuum is reduced
by about a factor of 2 (De Pontieu et al. 2009). It should be noted
that this result is predicated on comparisons between two Fe xii
line ratios (186.880/195.119 Å and 1241.990/195.119 Å). As
we have discussed, the atomic data for Fe xii are problematic
and there is some uncertainty in this correction. The results from
Fe xii also do not yield insights into the possibility of additional
absorption at lower heights. Clearly more analysis is needed on
this important issue.

5. ELECTRON DENSITIES

In this paper, we have used the Fe xiii 203.826/202.044 Å
line ratio to determine the electron density while previously the
Fe xii 186.880/195.119 Å ratio was used. The Fe xii ratio is
sensitive over a very wide range of densities (log ne = 7–12),
making it a very useful plasma diagnostic. It has been found,
however, that the Fe xiii and Fe xii densities generally do not
agree (Young et al. 2009), leading to the potential for systematic
errors in the modeling.

In many previous studies, the atomic data for Si have proven
to be very robust (e.g, Feldman et al. 1999; Doschek et al. 1997)
and so we have compared the densities derived from the Si x
258.375/261.058 Å ratio with those from the other line pairs.
The Si x ratio is sensitive over a much smaller range of densities
than the Fe xii and Fe xiii pairs so we have looked for observa-
tions of all three line pairs in small active regions, bright points,
and the quiet Sun, i.e., regions where the densities are generally
lower than in the moss region that we have studied here.

The result of one such comparison is shown in Figure 11.
This plot shows the densities computed in a small active region
from all three line pairs. These calculations clearly show that at
high densities the Fe xii results are systematically higher than
those from Fe xiii and Si x and that the Fe xiii and Si x densities
are in good agreement. We have found similar results from the
analysis of four other quiet Sun and active region observations.

The problems with Fe xii become more pronounced at the
highest densities, which is particularly problematic for the
analysis of the moss. In these observations, the peak density
is about a factor of 3 higher in Fe xii. Since the observed
intensity scales with the square of the density this discrepancy is
amplified. We have derived filling factors of 10%–20% for this
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Figure 11. EIS observations of a small active region beginning on 2007 December 2 at 11:10:44 UT. Top panels: rasters in three pairs of density sensitive lines.
Intensities have been extracted from the region indicated by the white line. Bottom panels: densities computed from the three pairs of lines. The final panel shows the
densities as a function of position. The Fe xiii and Si x densities are in generally good agreement while the Fe xii densities are systematically higher.
(A color version of this figure is available in the online journal.)

shift measurements (see their Figure 19). Their model shows
significant expansion at temperatures above log T ≈ 5.0. In
both cases, as the authors were well aware, comparisons were
made with spatially averaged quiet Sun observations and the
applicability of these results to our modeling of the active region
moss is unclear. Patsourakos et al. (1999) used spatially resolved
measurements of the quiet network to examine loop expansion
from the transition region to the corona. The amount of loop
expansion that they measured is generally similar to what we
have determined here, although it appears to begin at a somewhat
lower temperature than in our model.

One factor that we have not considered is the impact of
chromospheric absorption on the moss intensities. De Pontieu
et al. (1999) have shown that the evolving, reticulated pattern
of the moss is often related to obscuration by chromospheric
jets on neighboring field lines. Absorption leads to reduced
observed intensities and impacts the filling factors and heating
rates determined from the observations. This chromospheric
absorption could also be stronger at the lowest heights and
could explain the lower intensities of the lower temperature
lines. This could also potentially complicate the inference of
the transition region geometry from the observed intensities.
Recent analysis of coordinated EIS and SUMER observations
suggests that emission below the Lyman continuum is reduced
by about a factor of 2 (De Pontieu et al. 2009). It should be noted
that this result is predicated on comparisons between two Fe xii
line ratios (186.880/195.119 Å and 1241.990/195.119 Å). As
we have discussed, the atomic data for Fe xii are problematic
and there is some uncertainty in this correction. The results from
Fe xii also do not yield insights into the possibility of additional
absorption at lower heights. Clearly more analysis is needed on
this important issue.

5. ELECTRON DENSITIES

In this paper, we have used the Fe xiii 203.826/202.044 Å
line ratio to determine the electron density while previously the
Fe xii 186.880/195.119 Å ratio was used. The Fe xii ratio is
sensitive over a very wide range of densities (log ne = 7–12),
making it a very useful plasma diagnostic. It has been found,
however, that the Fe xiii and Fe xii densities generally do not
agree (Young et al. 2009), leading to the potential for systematic
errors in the modeling.

In many previous studies, the atomic data for Si have proven
to be very robust (e.g, Feldman et al. 1999; Doschek et al. 1997)
and so we have compared the densities derived from the Si x
258.375/261.058 Å ratio with those from the other line pairs.
The Si x ratio is sensitive over a much smaller range of densities
than the Fe xii and Fe xiii pairs so we have looked for observa-
tions of all three line pairs in small active regions, bright points,
and the quiet Sun, i.e., regions where the densities are generally
lower than in the moss region that we have studied here.

The result of one such comparison is shown in Figure 11.
This plot shows the densities computed in a small active region
from all three line pairs. These calculations clearly show that at
high densities the Fe xii results are systematically higher than
those from Fe xiii and Si x and that the Fe xiii and Si x densities
are in good agreement. We have found similar results from the
analysis of four other quiet Sun and active region observations.

The problems with Fe xii become more pronounced at the
highest densities, which is particularly problematic for the
analysis of the moss. In these observations, the peak density
is about a factor of 3 higher in Fe xii. Since the observed
intensity scales with the square of the density this discrepancy is
amplified. We have derived filling factors of 10%–20% for this

Warren	et	al	2010

Observation	from	Hinode/EIS



Flare	spectroscopy:	Instrumentation*

• Instrumentation:
• (Extreme)	Ultraviolet:	SOHO/CDS,	
SOHO/SUMER,	Hinode/EIS,	IRIS,	
SDO/EVE…

• Radio,	optical,	X-ray:	VLA,	EOVSA,	
BBSO,	DST,	RHESSI,	Fermi…

• Current	capabilities	allow	
spatially-resolved	line	profiles	to	
be	obtained
• Along	a	movable	slit	(diffraction	
grating):	Hinode/EIS,	IRIS,	BBSO…

• Fabry-Perot	narrow-band	imager:	
BBSO,	DST…

• Fourier	transform:	radio	imaging	
spectrometers	(VLA,	EOVSA...)

*not	an	exhaustive	list

DST/IBIS

IRIS	(Tian	et	al	2014)

Ca	II



EIS	observation	of	explosive	evaporation

Milligan	2011

3404 R.O. Milligan

Figure 1 Derived plasma parameters from a single Hinode/EIS raster taken during the impulsive phase of
a C1.1 flare that occurred on 14 December 2007. a) An image showing the spatial distribution of the Fe XV
284 Å(2 MK) line intensity. Two bright footpoints of an overlying flare loop are visible near the middle of the
raster. Overlaid are the contours of the 20 – 25 keV sources as observed by RHESSI that denote the location
of the HXR footpoints. b) The corresponding Doppler velocity map derived from shifts in the line centroid
relative to a quiet-Sun value. Positive velocities (redshifts) indicate downflows, while negative velocities
(blueshifts) indicate upflows. c) Map of the nonthermal velocity from the line widths over and above the
thermal-plus-instrumental widths. d) Spatial distribution of electron density from the ratio of two Fe XIV
lines that are formed at a similar temperature to that of Fe XV. This figure shows that plasma at the location
of the HXR emission (believed to be in the chromosphere) was hot, upflowing, turbulent, and dense. From
Milligan (2011). Reproduced by permission of the AAS.

may well be averaged out. However, as instrumentation becomes more advanced, and ob-
servational timescales become shorter, departures from equilibrium may become significant
enough to bias the interpretation (see Section 6).

3.1. Emission Line Intensities

The intensity of emission lines formed at discrete temperatures can be used to recon-
struct a differential emission measure (DEM; dEM(T )/dT ) profile of the emitting plasma.
The DEM is a powerful tool for investigating the temperature distribution of the emit-
ting plasma, providing crucial clues to the underlying heating processes. It is a mea-
sure of the square of the electron density integrated over the column depth along the
line of sight for any given temperature (n2

edz/dT ). Despite decades of study, there is
still no consensus on what the flare DEM profile looks like (e.g. McTiernan, Fisher,
and Li, 1999), particularly during the impulsive phase. For example, the often-assumed
flare DEM used in the CHIANTI atomic database is based on a single observation by
Dere and Cook (1979) taken during the decay phase of an M-class flare. However, sig-
nificant advances are currently being made using EVE data, with RHESSI data being
used to constrain the highest temperature emission (Warren, Mariska, and Doschek, 2013;
Caspi, McTiernan, and Warren, 2014). It is also possible to determine the DEM from a flar-
ing footpoint using spatially resolved line profiles. The right-hand panel of Figure 2 shows a
regularised DEM solution from Graham et al. (2013) of a spatially resolved footpoint from
the impulsive phase of the 14 December 2007 flare using data from EIS using the methods
of Hannah and Kontar (2012). The coloured lines are the EM loci curves (ratio of the data

Doppler	
velocityFe	XV	(~2	MK)	

Intensity

Nonthermal	
line	width

Density	
from	Fe	
XIV	line	
ratio

During	the	flare	impulsive	phase,	plasma	at	the	HXR	footpoints was	hot,	upflowing,	
turbulent,	and	dense									Chromospheric	evaporation

EIS	offers	10s	of	lines	covering	104-107 K	



Milligan & Dennis	2009

Evaporation	speed	vs.	temperature

Evaporation

Condensation

From	HXR	observations:	𝐹�* ≥ 5×10DZ	erg	cm−2	s−1 > 	𝐹e? Explosive	Evaporation



Comparing	to	explosive	evaporation	model

• Upflow speed	increases	
with	T
• Downflow speed	shows	a	
weaker	dependence	on	T
• Both	are	predicted	by	the	
models
• The	“Flow	Reverse	Point”	is	
where	most	of	the	electron	
energy	is	dumped	into	the	
chromosphere

19
85
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J.
..
28
9.
.4
34
F

Fisher	et	al	1985	(see	also	Lecture	11)

The	corresponding	T	(~1.5	MK)	is	a	bit	too	
high	comparing	to	the	Fisher	model



Comparing	to	explosive	evaporation	model

• Upflow speed	increases	
with	T
• Downflow speed	shows	a	
weaker	dependence	on	T
• Both	are	predicted	by	the	
models
• The	“Flow	Reverse	Point”	is	
where	most	of	the	electron	
energy	is	dumped	into	the	
chromosphere
The	corresponding	T	(~1.5	MK)	is	a	bit	too	
high	comparing	to	the	Fisher	model

temperatures of 11MK at t = 10 s and 23MK at 60 s. The
secondary heating peak in the lower chromosphere is due to the
nonthermal tail that exceeds the power-law spectrum from
≈800 keV to 6MeV. The sharp spike in the photosphere is due
to the increase of the electron density at that height.

The above behaviors of the electron heating rate can be
better understood by examining the energy and spatial
distributions of the nonthermal electrons. Figure 5(a) shows
the energy spectra of E F E s,2 ( ) at selected distances s from the
top of the loop for Run SA1 at t = 60 s, where

F E s v f E s d, , ,
1

1
( ) ( )ò m m=

-
is the pitch-angle-integrated

electron flux. As expected, low-energy electrons suffer more
losses at higher altitudes than the high-energy electrons. This is
mainly because of the v1 dependence of the Coulomb
collision energy-loss rate. Note that the large decrease of
electron flux from s = 9 to 10Mm results from the change of
location from above to below the transition region with a
sudden increase of the atmospheric density.
Figure 5(b) shows the spatial distribution of the electron flux

F E z,( ) along the loop at selected electron energies for Run
SA1 at t = 60 s corresponding to Figure 5(a). In general, the
electron flux decreases with distance from the injection site at
z = 10.40 Mm. The slope (dF E z dz,( ) ) is steeper at lower

Figure 4. Temporal evolution of the velocity vs. temperature for PL (red solid line) and SA1 (blue solid thick line).

Figure 5. Energy and spatial distributions of nonthermal electrons at t 60 smax = in Run SA1. (a) Energy spectra of angle-integrated electron flux multiplied by the
energy squared. The solid black line is the flux (Fesc) of electrons escaping the acceleration region at the loop apex that serves as the injection to the transport portion
of the loop. The color-coded curves (from red to blue) of different line styles represent fluxes at growing distances of 4, 6, 7, 8, 9, and 10 Mm from the loop apex. (b)
Spatial distribution of angle-integrated electron flux as a function of distance along the loop. The color-coded lines represent fluxes at different electron energies, 3,
6.1, 12.3, 24.5, 48.8, 97.4, and 294.1 keV. Note the large step at the transition region, especially at low energies.
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Rubio	da	Costa	et	al	2015

RADYN	model



Observation	of	gentle evaporation

• For	𝐹�* < 𝐹e?,	“gentle	evaporation”,	no	associated	downflows

Milligan et al	2006
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• IRIS	provides	high	spatial	resolution,	time	cadence,	and	sensitivity
• Provides	one	hot	line	(Fe	XXI;	~10	MK)	sensitive	to	flaring	plasma	and	many	cool	lines	

for	chromospheric/transition	region	plasma

Chromospheric	Evaporation:	IRIS	observations

Typical	IRIS	flare	spectrum	(Tian	et	al	2015)



UV	continuum	emission	from	flare	ribbon	

Tian	et	al.	ApJ,	2015



Evaporation	speed	and	energy	release	rate

Fe	XXI	blue	shift	is	correlated	with	HXR	or	SXR	derivative
(Tian et al. ApJ, 2015; Li et al. ApJ, 2015)
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developed southward along a portion of the slit and the
successive brightening of individual footpoint kernels over
previously undisturbed regions.

2.1. Fe XXI Analysis

A single high-temperature line, Fe XXI 1354.1 Å formed at
∼10 MK, is found in the IRIS spectral windows (see Young
et al. 2015). We prepared the data using the Solarsoft
IRIS_GETWINDATA procedure, which returns the spectrum
in photon counts with uncertainties. A spatial binning of ±1
pixel along the slit direction was used to improve the signal to
noise ratio; the Fe XXI data shown hence have a spatial scale of
0″. 33 (slit width) 0. 5´ ´ .

The UV Fe XXI emissivity is generally low, yet the
1354.1 Å line has been clearly observed during flares in earlier
observations (Mason et al. 1986; Cheng 1990). In our X-class
event, we detect emission during the entire flare evolution, but
the concomitant presence of flare-enhanced lines from cooler
ions, including Si II, Fe II, and C I, requires special care in order
to extract the Fe XXI signal. We make Gaussian fits to the strong
lines present in the 1352.4–1355.9 Å spectral window (labeled
in Figure 2), allowing for the presence of a second, redshifted
component of the cooler lines when necessary. The fit was
further constrained by locking the centroids and widths of the
Si II and Fe II lines to the same species present in the adjacent
1347.8–1350.9 Å spectral window.

In Figure 2, the fit to the Fe XXI line is shown for slit position
y = 122″ and for the four time steps of the right panels of
Figure 1. In the earliest frame, the Fe XXI line is shifted almost
to the blue edge of the spectral window, with an upflow
velocity of 280 km s 1- ; its deceleration is easily tracked in time
moving toward the rest wavelength at 1354.1 Å.

A similar fit was performed over all of the flaring slit pixels.
In most of them, the earliest instance of the line is extremely
broad and of comparable intensity to the background chromo-
spheric lines; to avoid misidentification, we have tracked the

Fe XXI enhancement back in time by examining the series of
spectra by eye, determining when the flow speed stops
increasing or the line is otherwise undetectable. Fits prior to
this cutoff are not included in the analysis. Nowhere do we find
evidence for a separate “stationary component” of the Fe XXI

line: the chromospheric lines are well identified and there is no
significant residual between the fit and data to suggest that one
exists.

2.2. Mg II Analysis

The Mg II resonance h&k lines, as well as their subordinate
triplet, are among the best chromospheric diagnostics within
the IRIS spectral range, even for flaring conditions (Leenaarts
et al. 2013; Pereira et al. 2015). As the h&k lines saturated in
several of the brightest flaring pixels within our flare, we
identified the subordinate 2791.6 Å as the best candidate for
studying chromospheric condensation: the line is several
Å removed from the Mg II k, hence less influenced by its
variations during flares than the self-blended component at
2798.7 Å.
The data were prepared using the same method as Fe XXI;

however, given the stronger signal, we maintain the original
pixel scale of 0. 33 0. 166´ ´ ´ . The rest wavelength was
determined by averaging the line core position in a non-flaring
region over the multi-hour observation and accounting for the
spacecraft orbit variation; we estimate the velocity zero point to

0.7 km s 1o - .
As proven by ground-based observations, useful indications

about the amplitude and evolution of the chromospheric
condensation can be obtained from optically thick lines by
measuring their bisector, i.e., the locus of mid-points measured
at different intensity levels within the line (see Ding
et al. 1995). In Figure 2 (right panels), we show the Mg II

2791.6 Å line profiles as observed in the same pixel and times
as the corresponding Fe XXI panels. The shape and character-
istics of the Mg II lines are consistent with older results

Figure 1. IRIS 1400 Å slit-jaw images (SJI) showing the evolution of the flaring region. The full field of view is seen in the larger left panel, and the four smaller
panels display the ribbon evolution in the central area (white box) during the impulsive phase. Note that the 1400 Å SJI images saturate at times, but the spectra
analyzed remain below this level.
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(Canfield et al. 1990; Ding et al. 1995): almost all the flaring
pixels initially display a red asymmetry of the line, which
disappears rapidly; the peak of emission is only slightly
redshifted; and the shift of the bisector with respect to the rest
wavelength appears to increase from the center toward the
wing, perhaps signifying a gradient in the condensation
velocity (Cauzzi et al. 1996). To derive the condensation
velocity, we interpret the bisector position at the 30% intensity
level in terms of Doppler shifts. While this might underestimate
the actual condensation velocity (e.g., Canfield et al. 1990), it
is the best compromise between assessing the flows while
avoiding contamination from possible blends in the far wings,
although these are mostly of photospheric origin. (T. Pereira,
private communication) We confirm that similar shifts are
derived when using the other triplet lines, albeit with more
scatter.

3. PLASMA DYNAMICS

Figure 3 shows a spacetime map for a section of the slit (81
original pixels) where the bright ribbon was found to expand
southward at a steady rate of ∼0″. 03 s−1. These pixels have the
cleanest temporal evolution as the ribbon does not dwell over
any one of them for longer than one to two time steps. The

spatial offset between the Mg II and Fe XXI detectors was
corrected by aligning the spectrographʼs fiducial marks.
The Mg II intensity shows a sudden enhancement due to the

flare, and the development of the ribbon clearly appears as a
diagonal strip across the diagram. The chromospheric down-
flows are co-spatial and co-temporal with each of the new
intensity enhancements, as shown by the red contours at the 15
and 30 km s 1- levels. These values of condensation flows are
consistent with results from many earlier ground- and space-
based studies, but Figure 3 offers unprecedented detail on their
spatial and temporal evolution.
The corresponding evaporation velocities, as derived from

the centroid of the Fe XXI fits, are overlaid as colored crosses on
the same figure. For about 70% of the pixels, we find flows
reaching nearly 300 km s 1- (yellow crosses identify flows
above 270 km s 1- ), these encompass the fastest, early Fe XXI

emission, pertaining to a very thin spatio-temporal strip
approaching our 0″. 5 resolution, and lasting only one to two
temporal steps. Such values of evaporation flows are among the
strongest ever reported (300–400 km s−1; e.g., Antonucci et
al.1982) and the largest documented yet from IRIS. Within the
same pixels, the flows decay to 200 km s 1- (dark blue region)
and below rather uniformly in time. For pixels northward of
124″, we detect only slower flows, up to 150 km s 1~ - .
From Figure 3, we see that all flaring pixels display clear

signatures of both evaporation and condensation, yet the onset
of opposite flows is co-temporal (within one to two time steps)
for only a few; for most pixels, the initial coronal upflow lags
behind the condensation by a minute or more. The delay could
be due to a number of reasons: the Fe XXI line could be so
blueshifted to fall outside of the detectorʼs edge; the initial
emission be too weak to be detected at its earliest inception; or
the same pixel Mg II and Fe XXI signatures could derive from
distinct flare loops, depending on their orientation with respect
to the line of sight. Yet, this appears unlikely because of the
flareʼs geometry and evolution: SDO/AIA 131 Å images

Figure 3. Mg II intensity spacetime map (inverted B/W color table) with
overlays of Mg II downflows at the 30% bisector level at 15 and 30 km s 1- (red
contours). The Fe XXI upflow velocities above 270, 200, and 100 km s 1- are
indicated with yellow, dark blue, and light blue crosses, respectively.

Figure 2. Left panels: fits of the Fe XXI 1354.1 Å line (green) for slit position
y = 122″. The observed spectrum is shown by the stepped black line, with the
total fit in black on top; cooler components are shown by a dotted line. The
non-thermal FWHM, vnt, is also shown. Right panels: Mg II subordinate line
with bisector positions at 10% intensity increments marked by black squares,
and the rest wavelength (2791.56 Å) by the vertical dashed line.
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Chromospheric	evaporation:	temporal	evolution

• Fe	XXI	blue	shift	
slows	down	after	
impulsive	phase

• Si	IV	redshift	also	
slows	down,	but	
more	rapidly

• Consistent	with	
modeling	results

• But	maximum	
evaporation	lags	
behind	condensation	
by	~68	s

Graham	&	Cauzzi 2015

Tian et al. 2015
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Figure 4. ((A)–(C)) SJI 1400 Å image and detector images of the Fe xxi 1354.08 Å and Si iv 1402.77 Å spectral windows at 17:20:06 UT. (D) SDO/AIA 131 Å image
at 17:20:08 UT. ((E) and (F)) Spectral line profiles at the two locations marked by the short horizontal lines in panels (A) and (D) and the dashed lines in panels (B)
and (C). The red dashed lines represent the Gaussian fitting to the redshifted and blueshifted Fe xxi 1354.08 Å features.
(A color version of this figure is available in the online journal.)

indicating electron acceleration mostly at the beginning of the
third episode of this complex flare and before the plasmoid
ejection.

Some efforts have been made to search for simultaneous ob-
servations of reconnection inflows and outflows. Reconnection
rates have been estimated based on imaging observations of
several flares (Li & Zhang 2009; Cheng et al. 2010; Takasao
et al. 2012; Su et al. 2013) and they are mostly in the range
of 0.05–0.5. A spectroscopic investigation by Hara et al. (2011)
yielded a reconnection rate of 0.05–0.1 in a flare. Without know-
ing the three-dimensional geometry of the flare, it is difficult to
estimate the impact of the projection effect on the measured
flow velocities. As a rough estimate, using 20 km s−1 (40/2) as
the inflow speed and 125 km s−1 as the outflow speed leads to a
reconnection rate of 0.16.

4. FLOWS ASSOCIATED WITH THE LOOP LEGS

4.1. Downward-propagating Blobs

From the AIA 211 Å animation, we find fast downward-
moving blobs along post-reconnection loops around 17:19:35.
The plane of sky component of the velocity of one blob is
estimated to be ∼135 km s−1 from the space–time map of AIA
211 Å (Figure 3(H)). This moving blob was captured by the IRIS
slit, and we find a greatly enhanced redshifted component of the
Si iv line profile, indicating a velocity of ∼60 km s−1 in the line
of sight (location 3 in Figure 3). The full speed can then be
estimated as ∼150 km s−1, which is comparable to the observed
reconnection outflow speed in the line of sight.

While outward-moving blobs have been frequently reported
(Ko et al. 2003; Lin et al. 2005; Savage et al. 2010; Song
et al. 2012), inward-moving blobs are rarely observed in flares.

Savage et al. (2012a) found that similar density enhancements
along loop legs move even faster than the loop shrinks. These
moving blobs could be accelerated plasma from the reconnec-
tion site.

4.2. Downward-moving Loops

The downward motion of loop legs was observed below the
ejecta and the linear bright structure from 17:17:35 to 17:18:11
in the 1400 Å and 211 Å images. These relatively small loops
(north–south orientation) may also be identified in AIA 131 Å
images, in which they seem to be partly obscured by longer
loops (east–west orientation) which were only present in the
hotter AIA 131 Å and 94 Å passbands. One likely scenario is as
follows. While one ribbon of the flare was concentrated around
the coordinate of (740′′, −207′′), the other ribbon was well
separated at locations of (740′′, −185′′) and (695′′, −190′′),
respectively.

The plane of sky component of the motion of these loops has
been found to be ∼55 km s−1 from the AIA 211 Å observation
(Figure 1(I)). The downward motion of these loops may be
related to the reconnection inflow, or shrinking loops resulting
from a reconnection process in the early stage of this flare.
Another possibility is magnetic implosion, and the contraction
motion is caused by the reduction of the magnetic pressure due
to energy release (Hudson 2000) at the beginning of the flare.

The IRIS slit moved to the location of these loops at 17:19:03
and 17:19:35 (Figures 2 and 3). Interestingly, O iv, Si iv, C ii,
and Mg ii lines formed well below 1 MK, and all exhibited clear
splitting at these locations. We clearly see a broad redshifted
(by ∼55 km s−1) component besides a narrow background
component. At first sight, this redshifted component seems
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Figure 4. ((A)–(C)) SJI 1400 Å image and detector images of the Fe xxi 1354.08 Å and Si iv 1402.77 Å spectral windows at 17:20:06 UT. (D) SDO/AIA 131 Å image
at 17:20:08 UT. ((E) and (F)) Spectral line profiles at the two locations marked by the short horizontal lines in panels (A) and (D) and the dashed lines in panels (B)
and (C). The red dashed lines represent the Gaussian fitting to the redshifted and blueshifted Fe xxi 1354.08 Å features.
(A color version of this figure is available in the online journal.)

indicating electron acceleration mostly at the beginning of the
third episode of this complex flare and before the plasmoid
ejection.

Some efforts have been made to search for simultaneous ob-
servations of reconnection inflows and outflows. Reconnection
rates have been estimated based on imaging observations of
several flares (Li & Zhang 2009; Cheng et al. 2010; Takasao
et al. 2012; Su et al. 2013) and they are mostly in the range
of 0.05–0.5. A spectroscopic investigation by Hara et al. (2011)
yielded a reconnection rate of 0.05–0.1 in a flare. Without know-
ing the three-dimensional geometry of the flare, it is difficult to
estimate the impact of the projection effect on the measured
flow velocities. As a rough estimate, using 20 km s−1 (40/2) as
the inflow speed and 125 km s−1 as the outflow speed leads to a
reconnection rate of 0.16.

4. FLOWS ASSOCIATED WITH THE LOOP LEGS

4.1. Downward-propagating Blobs

From the AIA 211 Å animation, we find fast downward-
moving blobs along post-reconnection loops around 17:19:35.
The plane of sky component of the velocity of one blob is
estimated to be ∼135 km s−1 from the space–time map of AIA
211 Å (Figure 3(H)). This moving blob was captured by the IRIS
slit, and we find a greatly enhanced redshifted component of the
Si iv line profile, indicating a velocity of ∼60 km s−1 in the line
of sight (location 3 in Figure 3). The full speed can then be
estimated as ∼150 km s−1, which is comparable to the observed
reconnection outflow speed in the line of sight.

While outward-moving blobs have been frequently reported
(Ko et al. 2003; Lin et al. 2005; Savage et al. 2010; Song
et al. 2012), inward-moving blobs are rarely observed in flares.

Savage et al. (2012a) found that similar density enhancements
along loop legs move even faster than the loop shrinks. These
moving blobs could be accelerated plasma from the reconnec-
tion site.

4.2. Downward-moving Loops

The downward motion of loop legs was observed below the
ejecta and the linear bright structure from 17:17:35 to 17:18:11
in the 1400 Å and 211 Å images. These relatively small loops
(north–south orientation) may also be identified in AIA 131 Å
images, in which they seem to be partly obscured by longer
loops (east–west orientation) which were only present in the
hotter AIA 131 Å and 94 Å passbands. One likely scenario is as
follows. While one ribbon of the flare was concentrated around
the coordinate of (740′′, −207′′), the other ribbon was well
separated at locations of (740′′, −185′′) and (695′′, −190′′),
respectively.

The plane of sky component of the motion of these loops has
been found to be ∼55 km s−1 from the AIA 211 Å observation
(Figure 1(I)). The downward motion of these loops may be
related to the reconnection inflow, or shrinking loops resulting
from a reconnection process in the early stage of this flare.
Another possibility is magnetic implosion, and the contraction
motion is caused by the reduction of the magnetic pressure due
to energy release (Hudson 2000) at the beginning of the flare.

The IRIS slit moved to the location of these loops at 17:19:03
and 17:19:35 (Figures 2 and 3). Interestingly, O iv, Si iv, C ii,
and Mg ii lines formed well below 1 MK, and all exhibited clear
splitting at these locations. We clearly see a broad redshifted
(by ∼55 km s−1) component besides a narrow background
component. At first sight, this redshifted component seems
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Figure 5. ((A) and (B)) IRIS/SJI 1400 Å and 131 Å images taken around 17:21:39 UT. The white line in each panel indicates the slit location at the corresponding time.
The short horizontal line marks the location where the redshifted Fe xxi feature was observed. Contours of RHESSI 6–12 keV X-ray flux, which was reconstructed
with the CLEAN algorithm using detectors 3–9, are overplotted. (C) GOES and Fermi (from detector n0) fluxes in different energy bands. (D) An illustration showing
various flows observed in this flare.
(A color version of this figure is available in the online journal.)

to be associated with the loop motion. However, from the
high-cadence AIA 211 Å animation there appeared to be no
obvious loop contraction at these times. Instead, the redshifted
component might be associated with falling plasma in these
loops and the downward-propagating blobs are perhaps the
denser part of the falling plasma.

5. FLOWS AT THE LOOP FOOTPOINTS

Location 2 in Figure 3 corresponds to one footpoint of the
flare loops. There we find significant enhancement at the blue
side of the Fe xxi 1354.08 Å rest position. Several neutral and
singly ionized lines marked in Figure 2(E) contributed to this
emission. These lines, however, are narrow and cannot explain
the bulk enhancement. This emission feature is likely due to the
highly blueshifted (order of ∼260 km s−1) Fe xxi line. At the
same time, cool lines formed in the transition region and upper
chromosphere (e.g., O iv, Si iv, C ii, and Mg ii) all exhibited
significant redshifts at the same location. For example, the Si iv
line is redshifted by ∼50 km s−1. This is consistent with the
scenario of explosive chromospheric evaporation (Fisher et al.
1985). Using the O iv line pair, the electron density is found
to be on the order of log (Ne/cm−3) = 11.0 at location 2.

We notice that strong evaporation flows were also present at
17:18:32.

At 17:20:06, the large blueshift at location 2 can still
be seen (Figure 4). A single Gaussian fit to this emission
feature gives a blueshift of ∼260 km s−1 and a nonthermal
width of ∼44 km s−1. All the neutral and singly ionized lines
marked in Figure 2(E) now disappeared, perhaps because
there was no chromospheric material in the higher part of the
loop.

The Fe xxi line profile in the evaporation flow seems to
be entirely blueshifted by ∼260 km s−1, in agreement with
hydrodynamic simulations of Liu et al. (2009). Entirely shifted
Fe xxi line profiles have also been found by Young et al. (2014)
and Li et al. (2014). This contrasts with previous observations
of emission lines with formation temperatures lager than 10 MK
by the EUV Imaging Spectrometer (EIS; Culhane et al. 2007)
on board Hinode, where a stationary emission component and
a blueshifted component (or blue wing enhancement) usually
co-exist during chromospheric evaporation (e.g., Milligan &
Dennis 2009; Li & Ding 2011; Young et al. 2013). This
difference possibly suggests that the resolution of EIS is not
high enough to separate the evaporation flow from the ambient
stationary hot plasma.
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Summary

• Atomic	structure	basics
• Emission	lines	provide	rich	diagnostics
• Line	profile	diagnoses	bulk	flow	and	Doppler	width
• Line	intensity	diagnoses	density,	temperature,	DEM

• Spatially-resolved	(E)UV	spectroscopy	is	a	great	tool	
for	studying	thermal	flare	plasma
• Following	weeks:	nonthermal	particles	and	
radiation,	where	radio/X-ray	spectroscopy	plays	an	
important	role


