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ABSTRACT

We study the evolution of twist and magnetic helicity in the coronal fields

of active regions as they emerge. We use multi-day sequences of SoHO MDI

magnetograms to characterize the region’s emergence. We quantify the overall

twist in the coronal field, α, by matching a linear force-free field to bright coronal

structures in EUV images. At the beginning of emergence all regions studied

have α ' 0. As the active region grows, α increases and reaches a plateau within

approximately one day of emergence. The inferred helicity transport rate is larger

than differential rotation could produce. Following Longcope & Welsch (2000)

we develop a model for the injection of helicity into the corona by the emergence

of a twisted flux tube. This model predicts a ramp-up period of approximately

one day. The observed time-history α(t) is fit by this model assuming reasonable

values for the sub-photospheric Alfvén speed. The implication is that helicity is

carried by twisted flux tubes rising from the convection zone, and transported

across the photosphere by spinning of the poles driven by magnetic torque.

Subject headings: Sun: magnetic fields; sunspots — Sun: corona

1National Solar Observatory (NSO) is operated by the Association of Universities for Research in Astron-
omy Inc. (AURA) under cooperative agreement with the National Science Foundation.
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1. Introduction

It is widely accepted now that the magnetic field of active regions is generated by

the dynamo operating at the bottom of the convection zone. The dynamo flows transfer

their kinetic helicity (Hk =
∫

(∇× v) · vdD) into magnetic field helicity (magnetic, Hm =∫
(∇ × A) · BdD or current, Hc =

∫
(∇ × B) · BdD, where A,B,v are magnetic vector

potential, magnetic induction and velocity, accordingly). Once magnetic field crosses the

photosphere, helicity manifests itself via non-zero twist or electric currents. Indeed, most,

if not all, active regions exhibit some degree of twist in their photospheric magnetic fields

(e.g., Pevtsov, Canfield, & Metcalf 1995; Bao & Zhang 1998). Some of these electric currents

should propagate up into the corona, as the observations show a good correlation between

photospheric and coronal force-free field α coefficient (Pevtsov, Canfield, & McClymont

1997; Burnette, Canfield, & Pevtsov 2003). The twist observed in the photosphere may

be of sub-photospheric origin (e.g., Longcope et al. 1999) or due to (near) surface motions

(e.g., differential rotation/shear motions, DeVore 2000; Chae 2001). Numerical simulations

have established that a small amount of twist is necessary for a flux tube rising through the

convection zone to survive as an entity (Emonet & Moreno-Insertis 1998; Fan, Zweibel, &

Lantz 1998). Observations also indicate that magnetic field emerges carrying non-zero twist

(Leka et al. 1996; Portier-Fozzani et al. 2001; Grigoryev & Ermakova 2002), which implies

that at least some fraction of photospheric helicity may be generated below the photosphere.

Berger & Field (1984) showed that magnetic helicity flux into the solar atmosphere can

be separated on two components, one due to vertical advection of twisted magnetic field

through the photosphere and one due to “braiding” of fields by the differential rotation or

other large-scale horizontal motions. The contribution of differential rotation to the he-

licity budget was quantified for active regions (DeVore 2000) and for the large-scale solar

magnetic field (Berger & Ruzmaikin 2000). The braiding contribution was observational-

ly measured (Chae 2001; Moon et al. 2002) and found to greatly exceed the contribution

which might have been provided by differential rotation alone. This higher level of he-

licity transport is also required to account for the helicity loss by coronal mass ejections

which has been found to greatly exceed the production possible by differential rotation

(Démoulin et al. 2002; Green et al. 2002).

Helicity flux studies therefore imply that magnetic helicity transport into active region

magnetic fields results, at least in part, from local photospheric flow fields. Since the active

region magnetic helicity exhibits a correlation with latitude (Pevtsov et al. 1995), these local

flows must be arranged to inject (preferentially) negative helicity into Northern regions and

positive helicity into Southern fields. It is common to assume that photospheric flows will be

affected very little by the magnetic field itself since the average plasma β is small. This means
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that local photospheric flows of non-magnetic origin are responsible for injecting helicity into

the active region corona.

Longcope & Welsch (2000) reasoned, however, that vortical motions responsible for

helicity injection cannot be driven by pressure gradients, and cannot easily by produced

by coupling motions of non-magnetic plasma to the active region itself. Moreover, any

magnetic torques arising from the active region’s sub-photospheric field cannot be countered

by pressure gradients. They demonstrated this in a model wherein a twisted sub-photospheric

flux tube drove photospheric flows to transport helicity into the active region above it. These

flows were components of torsional Alfvén wave which transported helicity along the length

of the flux tube. The model made the further prediction that an emerging active region

would develop twist on a time scale of roughly one day: the Alfvén travel time over the

sub-photospheric axis containing the helicity required by the coronal field.

The time evolution of coronal twist during the emergence of an active region can be used

to infer the mechanism driving the photospheric flows which transport magnetic helicity.

Flows of non-magnetic origin would drive passive magnetic fields, injecting helicity at a rate

unrelated to the active region’s emergence. There is no reason to expect these flows to be

coordinated with emergence, so almost any time-history would be possible. On the other

hand, if the flows are driven by magnetic torques the coronal twist would evolve similarly

in every emerging region: beginning small or zero initially and ramping up to a final value.

The time scale of the ramp-up would be the longer of the sub-photospheric Alfvén time and

the polarity separation time (Longcope & Welsch 2000).

Based on observations of coronal twist evolution during the emergence of six different

active regions we conclude that helicity is injected by magnetically driven flows. We find that

each active region’s twist exhibits the characteristic evolution described above, and can even

be fit to a quantitative model of twist evolution. In the next section we describe our data and

how it is used to measure coronal twist and other aspects of flux tube emergence. Section 3

presents the results of these observations and describes the generic active region development

and coronal twist evolution. Section 4 presents a model for the coupling of helicity from a

twisted flux tube to an emerging active region. This model is then fit numerically to the

observed twist evolutions. This fitting yields an estimate of the sub-photospheric flux tube’s

Alfvén velocity at a depth of 5–10 Mm. The subsequent section examines the implications

of these results on theories of generation and transport of magnetic helicity.
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2. Data

Our ultimate objective is to quantify the magnetic helicity in the coronal fields of active

regions as they emerge. To actually calculate the (relative) helicity would require a three-

dimensional grid of vector field measurements throughout the corona; a measurement of this

kind has never been made. The alternative is either to calculate the helicity of a model

coronal field (Démoulin et al. 2002) or to integrate the photospheric helicity flux, which

is found from surface maps of all three components of the magnetic field and the plasma

velocity (Kusano et al. 2002). High time-cadence vector magnetic field measurements of

emerging active regions are extremely rare (a point to which we return below), so we are

forced to estimate the magnetic helicity from a model magnetic field constructed using only

line-of-sight field measurements.

The magnetic field measurements we use for this purpose are full-disk, line-of-sight mag-

netograms from the Michelson Doppler Imager (MDI, Scherrer et al. 1995) on board of the

Solar and Heliospheric Observatory (SoHO, Domingo, Fleck, & Poland 1995). These magne-

tograms have spatial resolution of 1.98 arc sec per pixel and are available at a time cadence of

96 minutes for virtually the entire period since SoHO was launched. The simplest magnetic

model which can be constructed from these measurements is a linear force-free field (LFFF)

satisfying ∇×B = αB, where α is the single free parameter of the model. Unfortunately,

not even this simple model can be constrained using line-of-sight magnetograms alone, so

we must introduce at least one piece of additional data.

We constrain the parameter α by comparing field lines from the model to EUV images

of the active region. For this comparison we use 195Å images (Fe XII) full-disk images

from Extreme ultraviolet Imaging Telescope (EIT, Delaboudiniere, et al. 1995) on board

SoHO, which have a resolution of 2.63 arc sec per pixel. We require that the MDI and

EIT observations be within a few minutes to obviate the need to correct for solar rotation

when comparing the two data sets. The LFFF matching the line-of-sight field is found for a

specified value of α, and then numerous field lines are plotted over the co-aligned EIT image.

This procedure is repeated for a range of α values and that value is selected whose model

field lines most resembled the bright coronal structures of the EIT image.

This fitting method yields a parameter α which characterizes twist in the coronal mag-

netic field of the active region as a whole. The method seems subjective since an observer

must decide when field lines best fit bright EUV structures. Furthermore, the method tacitly

assumes that the active region field has a single sense of twist and that structures visible in

EIT 195 Å images actually follow magnetic field lines. There is evidence, however, in a study

by Burnett et al. (2003), that the value of α so found is a good proxy for more accurate

measures of overall magnetic twist. Burnette et al. calculated magnetic twist in two inde-
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pendent ways for each of 34 mature active regions observed with both vector magnetograms

and Yohkoh Soft X-ray images. One measure of twist, which they call αc and is identical to

our α, was found by fitting a LFFF to the vertical field and adjusting α to best match bright

features in the coronal image. An independent twist parameter was provided by αbest which

involves all three of the measured photospheric field components. This measure of twist, in-

troduced by Pevtsov et al. (1995), has been used extensively to characterize the twist in ac-

tive magnetic fields (Pevtsov et al. 1997; Longcope et al. 1999; Longcope & Pevtsov 2003).

Burnette et al. found that the two different measures of average twist were highly correlated

(Spearman ρ = 0.71) and fit a line αc = (0.91 ± 0.13)αbest. We therefore conclude that αc
may be used as a proxy for αbest in those cases where vector magnetograms are unavailable.

We began by selecting a set of emerging active regions on which to perform our study.

Using Solar-Geophysical Data (SGD) monthly reports we identified several regions that

emerged East of central meridian. Next we used MDI and EIT records to select those

emerging regions that were well observed by both instruments. Table 1 lists the six active

regions satisfying this criterion which we use in our study.

The coronal fitting method was then applied to each each pair of MDI/EIT images to

yield a value of α at that time. The active region was further characterized by the flux in

each polarity and the separation d between poles. On each magnetogram we visually located

points approximating the positions of the negative and positive polarities. The contiguous

region above a fixed threshold (50 G) which included the “pole point” was defined as the

polarity region. The total flux in this region was the pole’s flux, and its center of figure

(weighted by the unsigned magnetic flux) was its location. The image coordinates of the

polarity centers were converted into heliospheric coordinates and the separation calculated

in heliographic degrees; this distance was then converted to megameters. In all cases the

magnetic flux and its area grew steadily as the active region emerges and evolves.

Uncertainties in α were estimated by using the late, stable period (when the coronal

images did not change significantly) in each active region’s evolution. Assuming the coro-

nal field was in fact static during this period, each measurement of α is an independent

measurement of the same quantity, and the standard deviation, σα, is an estimate of the

measurement error. We apply this estimate of uncertainties to α throughout the emergence

of that particular active region. Uncertainties in total flux and footpoint separation are

extremely small since each value arises from the sum over a hundred or more pixels.
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3. Evolution of Active Regions and Their Twist

Figure 1 shows the early evolution of emerging region NOAA AR 9139. The magnetic

field associated with the region can be first identified around 19 August, 12:47 UT (Figure

1a) and within a day it develops into a distinct bipolar region. Figure 2 shows the evolution

of magnetic parameters of this region, i.e., twist α, polarity separation d, magnetic flux

and total area. Polarity separation and magnetic flux are corrected for projection. As the

active region develops both its total area and magnetic flux grow. The polarity separation

increases and reaches a plateau ≈ 1.5 days after the beginning of emergence. On the other

hand the α-coefficient increases much faster and it reaches the plateau in less than a day.

This behavior is reminiscent of “slow emergence” scenario in Longcope & Welsch (2000).

Figure 3 gives an example of another emerging region NOAA AR 8817. As with NOAA AR

9139 the evolution of this region corresponds to “slow emergence” scenario, although the

evolution of α is much noisier as compared with Figure 2.

Not all active regions exhibit monotonic increase in α and polarity separation as Figure

2, e.g. in case of NOAA AR 8768 (Figure 4) both polarity separation and α decreased after

an initial period of growth. However, upon close examination of magnetograms of this region

we found that another region was emerging in close proximity. Thus, we believe that our

method of fitting overall coronal structure to a photospheric magnetogram may be affected

by this new flux emergence.

4. A Model of Emergence

A model of an emerging twisted flux tube was developed by Longcope & Welsch (2000).

They began by assuming the evolution to be slow enough that the coronal field remains in

force-free equilibrium characterized by its total relative helicity HR. For a constant-α field

with footpoint separation d, the relative helicity within the active region is approximately

HR '
Φ2

2π
αd , (1)

where Φ is the net magnetic flux in either pole. If no helicity were added then the magnitude

of α would decrease as d increased; in fact α is observed to increase along with d.

Relative helicity will be added to or removed from the corona by motion of the pho-

tospheric polarities. Approximating the polarities as small, unipolar patches the change in

relative helicity is (Berger & Field 1984; Longcope & Pevtsov 2003),

dHR

dt
= −Φ2

2π
(ω+ + ω−) . (2)
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where ω+ and ω− are the angular velocities with which the positive and negative polarities

spin about the vertical.

Each photospheric polarity is the terminus of a flux tube extending into the convec-

tion zone. A spinning motion of this terminus must arise from a torque exerted either by

the flux tube beneath or by the photospheric plasma surrounding it. We will neglect the

latter possibility due to numerous uncertainties in the process of coupling the magnetic

and non-magnetic components at high Reynolds number (Longcope & Pevtsov 2003). We

therefore consider only effects internal to the flux tube. The dynamics of a twisted flux

tube have been modeled under the approximation that its cross section is sufficiently thin

(Longcope & Klapper 1997).

We will henceforth adopt this thin flux tube approximation and parameterize each axis

by a length coordinate s increasing toward the photosphere at s = 0. The field lines twist

about the axis at a local pitch q(s), such that a given field line would wrap once over a length

∆s = 2π/|q| in a right handed helix for q > 0 and left handed helix for q < 0. The material

in the tube spins about the axis at angular velocity ωŝ, where ŝ is the axial tangent vector.

Neglecting motion of the axis itself, the twist and spin satisfy the telegrapher’s equations

(Longcope & Klapper 1997; Longcope & Pevtsov 2003)

∂q

∂t
=

∂ω

∂s
, (3)

∂ω

∂t
= v2

A

∂q

∂s
. (4)

where vA is the Alfvén speed along the tube’s axis.

Under the further assumption of uniform Alfvén speed Eqs. (3) and (4) admit solutions

in the form of arbitrary incident and reflected wave forms wi(t) and wr(t),

q(s, t) = wr(t+ s/vA) + wi(t− s/vA) , (5)

ω(s, t) = vA [wr(t+ s/vA)− wi(t− s/vA)] . (6)

A flux tube in uniformly twisted equilibrium requires a continual reflection off of the photo-

spheric boundary so that wr = wi = q/2.

The twisted flux tube carries an internal, axial current I = 2qΦ along its field lines and

an opposing return current at its surface. To maintain force balance across the photosphere

the interior current must pass into the corona so α = 2q (Longcope & Welsch 2000). This

condition at s = 0 is what determines the reflection of torsional waves off the photospheric

surface: wr(t) = α(t)/2− wi(t). According to Eq. (6) the observed photospheric motion is

a combination of the incident and reflected waves. Using the expression for the reflection
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yields the photospheric angular velocities

ω± = 1
2
vAα − 2vAwi,± , (7)

where wi,+ and wi,− are the wave forms incident on the positive and negative poles respec-

tively. Thus the photospheric sources will spin if the twist incident from depth is not properly

matched to the coronal twist, α.

Using the boundary condition (7) in the helicity evolution, (2), yields an expression for

the evolution of α

2πΦ−2dHR

dt
= dα̇ + αḋ = −vA (α− 2wi,+ − 2wi,−) . (8)

If both polarities are anchored to flux tubes which were initially uniformly twisted with

q = q̄, then the incident waves from each side will be wi,± = q̄/2. Under this assumption the

coronal twist will evolve according to

dα

dt
+
ḋ

d
α = − vA

d
(α− ᾱ) , (9)

where ᾱ ≡ 2q̄ is the asymptotic value for the coronal twist α.

4.1. Fitting the data

In general the observed active regions begin with no measurable twist at the instant of

emergence t0, so we will take α(t0) = 0. Observations strongly suggest that the emergence

process can be modeled as a linear increase in separation beginning with d(t0) = d0. The

separation increases at constant rate ḋ until a time t1, after which d remains constant,

d(t) =

{
d0 + ḋ(t− t0) , t0 ≤ t ≤ t1
d0 + ḋ(t1 − t0) ≡ d1 , t1 < t

(10)

The solution to (9) for the emergence period, t0 ≤ t ≤ t1 is

α = ᾱ
ν

ν + 1

[
1−

(
d

d0

)−(ν+1)
]

(11)

where ν ≡ vA/ḋ. This form for α(t) differs from that derived by Longcope & Welsch (2000),

who assumed a different form for d(t).
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During the post-emergence period, where ḋ = 0 and d = d1, α approaches ᾱ exponen-

tially with time constant, d1/vA. The explicit form of observed coronal twist for both periods

is

α(t) =


ᾱ

ν

ν + 1

1−
[

1 +
ḋ

d0
(t− t0)

]−(ν+1)
 , t0 ≤ t ≤ t1

ᾱ + (α1 − ᾱ) exp

[
−vA(t− t1)

d1

]
, t1 < t

(12)

where α1 = α(t1).

The data described in Section 3 (except for AR 8738 for which α ' 0) are fit to the

above model in a two step procedure. First the separation curve is fit to model (10). The

beginning and ending times for emergence, t0 and t1 are identified by inspection. Then d0

and ḋ are determined by fitting the measured values of d to a linear function of t (over the

interval t0 ≤ t ≤ t1) using linear least-squares. With these values fixed, ν and ᾱ are the only

free parameters remaining in expression (12). Measured values of α from times t < t1 are

fit to that functional form using non-linear least squares. Figure 5 shows typical fits, AR

9139 and AR 8587, along with the somewhat problematic case of AR 9193. The parameters

found from fitting all data sets are listed in Table 2.

The instrumental uncertainties in the separation d are expected to be extremely small,

as discussed in section 2. We therefore use the linear fit itself to estimate the uncertainties in

the parameter ḋ (Bevington & Robinson 1992). These turn out to be extremely small, owing

to the remarkably linear behavior in d(t). As described in section 2, uncertainties in the twist

parameter α are estimated by assuming the final phase in its time evolution is a constant

value plus measurement errors. These uncertainties are used to estimate uncertainties in

fitting parameters, ν and ᾱ by Monte Carlo technique: one thousand synthetic data sets,

measurements plus additional random noise, are constructed and then fit (Press et al. 1986).

These uncertainty estimates are larger and more realistic than the classical estimates defined

by ∆χ2 ≤ 1. The uncertainty in vA are found by adding in quadrature the relative errors in

ḋ and ν.

The model fits all of the data sets well, as typified by Fig. 5. Values of χ2
ν are all

above unity, as expected for an imperfect model of reality. It might also be the case that

our estimates of σα are systematically small since they are made during the late quiescent

phase of evolution. For example, Figure 3 shows much more point-to-point scatter in the

early phase than the later phase from which σα was found. This may be an important factor

in the large value of χ2
ν for NOAA AR 8817.
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From expression (11) it can be seen that α1 is smaller than ᾱ at least by a factor

ν/(ν+1). It is therefore not surprising that the parameter ᾱ found from each fit exceeds, by

at least a factor of two, the largest measured values of α. According to the post-emergence

curve, α(t) should approach ᾱ on a time-scale d1/vA, typically about five days in these cases.

Thus we observe very little change in α over the one to two days observed after the active

region has completely emerged.

The greatest discrepancy between ᾱ and α1, a factor of eight, was found in AR 9193

(bottom of Fig. 5). This active region was notable for its complex twist-history which

included a half-day latency following emergence and a decrease while ḋ was still positive.

We consider the implications of this complex evolution in the next section.

The case of AR 8738, α(t) ' 0, can be fit trivially by taking ᾱ = 0. This reflects the

fact that if an untwisted flux tube emerges the coronal field will remain potential. This

degenerate case provides no information about ν or vA.

The ratio ν = vA/ḋ is considered a free parameter in our fitting. This means that we

are using coronal observations to “measure” the sub-photospheric Alfvén speed. This is a

reasonable approach considering that there are no direct means of observing the magnetic

field at depths of 5–10 Mm. Furthermore, our model assumes the sub-photospheric Alfvén

speed to be constant, for simplicity. The value of vA found by our fitting should thus be

interpreted as an average sub-photospheric Alfvén speed. It is rather encouraging that all

five cases considered yield similar Alfvén speeds, roughly 100 m/sec. We consider below the

reasonableness of this value for flux tubes beneath active regions.

5. Discussion

The foregoing analysis quantified the overall twist in the coronal field by the extrapolat-

ing a linear force-free field from photospheric magnetograms and adjusting α by comparisons

of field lines to coronal images. While a more straightforward and accurate measurement

of α is possible using vector magnetograph (VMG) data (Pevtsov et al. 1995), this is not

practical for the present study. One difficulty with its application is that all vector magne-

tographs are presently on ground-based telescopes and therefore cannot provide continuous

multi-day observations. Another difficulty is that vector magnetograms of the very early

stages of emerging active regions are almost non-existent.

One particular observation does exist with which we might check our findings. Figure

6 shows very rare observations (by Haleakala Stokes Polarimeter, Mickey 1985) of emerging

region close to a pre-existing leading polarity sunspot. We used the vector magnetograms
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to derive a different measurement of overall twist, αbest following Pevtsov et al. (1995).

Computing it separately for existing flux (filled circles) and emerging fluxes (open circles)

shows an evolution of αbest for the emerging flux (Figure 6) similar to that exhibited by

coronal-fit α in regions from our study, e.g. Figures 2 and 3. The twist αbest in the emerging

features (open circles) increases in magnitude (it is negative) from Aug. 17 until it peaks on

Aug. 19. This coincides with the separation of the polarities (squares). Thus we find that

a more accurate estimate of twist shows the same pattern of evolution as do our coronal-fit

measurements. This conforms to the expectation born of the work by Burnette et al. (2003)

which established that α could be used as a proxy for αbest.

Using the coronal-fitting technique we compiled data for six different emergences. These

showed a general trend for the coronal twist to increase at roughly the same time as the

polarities separated. It is notable that the twist can reach a plateau either before or after

the separation does. In four cases α plateaus earlier than the polarity separation, while

in one case (NOAA AR 8582) α plateaus later. (In the sixth case, NOAA AR 8738, we

find no change in α even as the active region grows). This range of behavior is not easily

reconciled with simple scenarios of helicity injection, but is predicted by the twist injection

model (Longcope & Welsch 2000).

In all cases studied the magnetic field appears to be untwisted at the beginning of

emergence; in all cases but one (AR9193) α increases during emergence and reaches a plateau

within ∼ 0.8-1.7 days. The active region has therefore gained helicity during the process of

emergence. We can estimate the final helicity of each active region from Eq. (1), using α and

d values already found and defining Φ as half the unsigned flux of the AR.2 The resulting

helicities, listed in Table 3, are typically 1041 Mx2, comparable to AR helicities found by

other means (Green et al. 2002).

The helicity flux through the photospheric surface (z = 0) is

dHR

dt
= 2

∫
(Ap ·B⊥)vz dx dy − 2

∫
(Ap · v⊥)Bz dx dy , (13)

where Ap is the vector potential of a potential field matching the vertical photospheric

field Bz (Berger & Field 1984). The first and second terms on the right hand side of this

expression are contributions due to vertical motions vz (emergence) and due to horizontal

motions vz (braiding). Vertical motions transport helicity by advecting twisted field across

the photospheric surface. If this mechanism were dominant we would expect the twist of the

coronal field to remain at a constant value, α ∼ ᾱ, throughout the emergence process. In

2The magnetic flux was corrected by a factor of 0.64 following Berger & Lites (2003), who showed that
the MDI calibration underestimates the true flux densities by a factor of 0.64 (plage) and 0.69 (sunspots).
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this scenario HR increases in proportion to Φ2 as pre-twisted flux is moved into the corona.

Our data shows, to the contrary, that α begins small and increases at the same time Φ

is increasing. Thus we conclude that helicity is transported into the corona primarily by

horizontal photospheric motions.

The horizontal photospheric motions responsible for helicity transport can have two

basic causes. They may be flows of the unmagnetized plasma which affect an apparently

passive magnetic flux, or they may be flows driven by magnetic forces. It is often assumed

that magnetic forces will not be effective in the photosphere and convection zone where β is

typically large. Therefore active region fields are often modeled as if their lower boundary

were “driven” by prevailing motions such as differential rotation.

DeVore (2000) applied the passive-advection approach to calculate the helicity flux

into a bipolar active region whose photospheric footpoints moved according to differential

rotation. The resulting helicity flux depended on the latitude, separation and tilt angle of

the bipole. If all of these factors were optimally chosen the helicity flux could be as large

as dHR/dt ' 3× 10−3Φ2/ day. When applied to our sample, this value is smaller, typically

by an order of magnitude, than the helicity flux we actually observe. Thus we can reject

differential rotation as a possible source of helicity injection.

The ineffectiveness of differential rotation does not mean that photospheric motions

cannot inject significant helicity. Chae (2001) and Nindos & Zhang (2002) both used local

correlation tracking techniques to measure horizontal motions and thereby compute helicity

fluxes. The helicity injection rates they computed were significantly larger than differential

rotation could supply. Indeed, the flow patterns found by the tracking technique are highly

localized and appear unrelated to differential rotation. These observations cannot, however,

shed light on whether the observed motions are driven by magnetic or non-magnetic forces.

The clear relationship between α(t) and d(t) in all cases observed strongly suggests that

helicity is injected by flows driven by the emergence itself. Had the field instead evolved

under the influence of existing local flows there would be no reason to expect the helicity

injection to be related to the emergence as we observe it to be. Thus we propose that

magnetic forces within the emerging active region drive the flows which transport helicity

into the corona.

We propose a model of these magnetically driven flows and find that it fits every one of

our observed emergences. In this model the twist from the flux tube propagates as torsional

Alfvén waves, ultimately supplying the coronal field with helicity. The natural time-scale

for this process is governed by the Alfvén speed within the tube and the rate of polarity

separation. We fit the observations by tuning the Alfvén speed, as shown in Table 2. Since
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the ramp-up time for α is typically one day, the torsional Alfvén waves will have propagated

from that depth. This is a depth of ∼ 8 Mm, using the inferred speed of vA ∼ 100 m/sec.

At this depth ρ ' 4× 10−4, and a flux tube of B = 103 G has an Alfvén velocity 140 m/sec,

consistent with our results.

It is worth noting that our model of flux tube emergence omits helicity transport by

the “emergence term”. The reason for omitting the term is that so little mass can enter the

corona, where the density is 10−9 times smaller than in the convection zone. Instead the

tube’s twist drives rotational photospheric flow which supplies helicity through the “braiding

term” of eq. (13).

The model makes numerous simplifying assumptions which are intended to be a crude

approximation of reality. We characterize the active region field by a single twist α and use a

simple estimate of the relative helicity, (1), which ignores all of the region’s geometry except

its polarity separation. Furthermore, we assume the sub-photospheric flux tube is thin and

has a uniform Alfvén speed. In light of these approximations we expect the parameters

found by our fitting to be only rough estimates of e.g. the sub-photospheric Alfvén speed.

We also made the assumption that the emerging flux tube had been uniformly twisted,

q = ᾱ/2, prior to emergence. This assumption allowed us to use simple incident wave-forms,

wi,± = ᾱ/4 in our model of α(t). Had the tube contained some complex pattern of twist,

q(s), the incident wave-forms would be similarly complex. We suggest that the complex

time-history of α observed in AR9193 is evidence of such a complex twist pattern. The

time history consists of a period of latency (0.5 < t < 1.1 days) followed by rapid increase

(1.1 < t < 2.1), and then a decrease. This pattern would occur under the incidence of

a wave-form which was low, then high, then negative. Such variable twist patterns would

occur quite naturally if the twist were introduced by turbulent distortion of the tube’s axis

as by the Σ-effect (Longcope et al. 1998).

6. Conclusion

By studying the twisted coronal field during the course of emergence we have found

evidence for the sub-photospheric origin of magnetic helicity. We quantify the coronal twist

in terms of an α-parameter. This is measured by comparing observed coronal structures

to extrapolated field lines. Each of the five active regions emergences show α beginning at

zero and increasing to a plateau within 1.5 days. We fit these time histories to a model

of the emergence of a twisted sub-photospheric flux tube. The implication of this fitting

is that helicity is generated in the solar interior and transported into the corona through
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the emergence of twisted flux tubes. The helicity transport across the photosphere occurs

primarily due to spinning of the active region polarities driven by magnetic torque from

below.
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Fig. 1.— Emergence of active region NOAA AR 9139. (a) – 19 Aug. 2000, 1247 UT, (b) –

19 Aug. 2000, 2047 UT, (c) – 20 Aug. 2000, 0447 UT, (d) – 20 Aug. 2000, 1247 UT, (e)

– 20 Aug. 2000, 2047 UT, (f) – 21 Aug. 2000, 0447 UT. White (black) indicates positive

(negative) polarity.
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Fig. 2.— Evolution of magnetic parameters of NOAA AR 9139. (a) – α, (b) – polarity

separation, (c) – magnetic flux and (d) – total area.
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Fig. 3.— Active region NOAA AR 8817, filled circles show α and squares are polarity

separation.
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Fig. 4.— Active region NOAA AR 8768, filled circles show α and squares are polarity

separation.
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Fig. 5.— Active regions NOAA 8582 (top row), NOAA 9139 (middle row), and NOAA

9193 (bottom row) fit to the emergence model. The left panels show measured separation

d (pluses) and the fit (dashed) out to t1. The Right panels show measured twist α (pluses)

and the fit (dashed) done for t0 ≤ t ≤ t1. The dotted line shows the model for evolution

after t1, for which there are no remaining free parameters.
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Fig. 6.— Evolution of an emerging region at the trailing portion of NOAA AR 7260. Circles

indicate αbest measured from vector magnetograms. Filled circles are the existing region (the

leading sunspot of NOAA AR 7260) and open circles are emerging portion. Squares show

the polarity separation of the emerging section.
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Table 1: Selected Active Regions.

NOAA Date Latitude CMDB CMDE

(beginning) (deg) (deg) (deg)

8582 10-Jun-99 26.5 -50.6 -5.8

8738 20-Oct-99 18.7 -39.6 -13.1

8768 14-Nov-99 16.3 -57.7 -12.8

8817 3-Jan-00 25.7 -33.3 15.4

9139 19-Aug-00 9.9 -43.3 -5.4

9193 11-Oct-00 9.1 -4.7 25.5

Table 2: Fitted Model Parameters.
NOAA t1 − t0 ḋ d0 ᾱ ν vA χ2

ν

days m sec−1 Mm 10−8m−1 – m sec−1 –

8582 1.3 244±12 25.65 3.34±0.88 0.26±0.07 63±16 3.9

8738 · · · · · · · · · 0 · · · · · · · · ·
8768 1.3 376±8 27.06 1.71±0.76 0.52±0.22 197±83 2.2

8817 1.0 229±9 26.79 2.17±0.27 0.41±0.05 94±11 8.2

9139 1.8 264±6 11.74 2.36±0.17 0.60±0.04 158±11 2.4

9193 1.0† 134±5 23.45 22.06±1.45 0.44±0.02 59±4 5.8

†t0 and t1 reflect phase of increasing α.

Table 3: Characteristics of AR emergence in our sample.

NOAA Flux Helicity dHR/dt

1020 Mx 1041 Mx2 1041 Mx2/day

8582 30 4.0 2.3

8738 · · · · · · · · ·
8768 13 1.3 1.4

8817 17 0.9 0.9

9139 44 12.7 1.6

9193 20 10 1.1


