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Abstract

The interpolation of one- and two-dimensional images is considered. The usual linear or cubic spline interpo-
lations try to connect given data points. On the other hand, image data give area integrals of the radiation intensity
(i.e., photon counts) over pixels. Based on variational principles, we have developed schemes of quadratic and
fourth-order polynomial interpolation which reproduce the given pixelwise photon counts exactly. These methods
were tested on some simple examples and showed satisfactory results.

Key words: interpolation — methods: analytical — methods: numerical — splines — techniques: image pro-
cessing

1. Introduction

When data are given on discrete points and data values are needed between the sampling points, one has to interpolate the data
(for a recent review of this topic, see, e.g., Thévenaz et al. 2000). The most common ways are piecewise-linear interpolation
and cubic spline interpolation. In both methods, the interpolated lines, or curves, go through the sampling points. If the data
to be interpolated are like temperature, pressure, or velocity measured at the sampling points, these interpolation methods are
quite adequate. In astronomy or image processing, one often encounters a situation in which photon counts or radiation energy
integrated over pixels are given. In such a case, one may assign the measured values to the centers of the pixels and apply ordinary
interpolation formulae. However, when one integrates the interpolated values over the pixels, one does not exactly reproduce the
measured (pixelwise) photon counts.

Spline interpolations are used in a wide variety of fields in astronomy (Adorf 1995; Akerlof et al. 1994; Platais 1991), but the
usual cubic splines do not reproduce pixelwise photon counts exactly. Interpolation schemes that reproduce the photon counts
exactly are less popular but in the literature (e.g., de Boor 1978; Spith 1995a, b), and the routines of de Boor (1978) are included
in the mathematical library of IRAF (Tody 1986). However, compared to the usual cubic splines, interpolations conserving
photon numbers are not widely used in astronomy. One reason for this could be that the interpolation schemes whose accuracy
is equivalent to, or better than, the cubic splines are rather complicated and not easy to use in practical applications. In the
present paper, we revisit this problem and propose a scheme of formulation of this problem based on the variational principle.
We consider one- and two-dimensional data; for both cases the interpolating solutions can be obtained easily with a recurrence
formula. Tests have been performed on several simple examples, and interpolation errors are evaluated.

The topic studied in this paper is interpolation, not image improvement, although these two are closely related. Image im-
provement or restoration procedures generally seek a solution which is as smooth as possible and reproduces the observed photon
counts within their statistical uncertainties (Narayan, Nityananda 1986; Pifia, Puetter 1993). Our procedures are constrained to
exactly reproduce the observed photon counts, and therefore may not give an optimum solution as far as the smoothness is con-
cerned. Which approach is more appropriate may depend on the actual cases under study. We believe that there are cases where
conservation of the photon numbers is more important than an overall smoothness in the solution; the procedures developed in
this paper are aimed at such applications.

2. Variational Formulation of Interpolation: 1-D Cases

First, we consider one-dimensional cases. Let the data points be x; (i =0, 1,...,n). The corresponding data values are ¢;. In
order to find the interpolating function, ¢(x) (xo < x < x,), we introduce the following minimization principle:
1 [
3 ¢"(x)*dx = min. (1)

X0
Here the prime (") denotes d /dx. The function to be minimized can be regarded as the energy associated with some elastic mate-

rial that reacts against bending, because ¢”(x) is the curvature of ¢(x). The Euler-Lagrange equation for this variational problem
is
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¢////(x) - O’ (2)

namely the interpolating function, ¢(x), is a cubic function. This gives a variational interpretation for the cubic spline interpola-
tion (e.g., Hoschek, Lasser 1993, p.77). The cubic splines are the curves produced by an elastic material, like a steel ruler, when
it is constrained to go through the specified node points, ¢;.

On the other hand, the variational problem,

L[
~ | ¢'(x)*dx=min, 3)
2 Js
leads to the Euler-Lagrange equation,
¢"(x)=0. “)

Therefore, we obtain a (piecewise) linear function. If the quantity to be minimized is /1 + ¢ instead of (1/2)¢"?, the integral
gives the length of the curve connecting the points ¢;. Here, the piecewise linear segments are obviously the minimizing solution.
Aslong as ¢’ is small, /1 + ¢’ can be approximated as 1 + (1/2)¢'>, and we may apply the same interpretation to the minimizing
solution. Even for an arbitrary magnitude of ¢, it is a useful approximation to regard the minimizing solution as is realized by a
rubber band, which tries to shrink along its length with its tension. [The same factor, /1 + ¢'%, should appear in equation (1) if
it exactly represents the elastic energy. We drop this factor because, otherwise, the resulting equation becomes nonlinear. ]

2.1.  Quadratic Interpolation with a Fixed Area

We now proceed to a problem in which not the node values ¢;, but the integrated values of ¢(x) over the intervals [x;, x; 1]

i=0,1,2,...,n—1), namely,
Xi+1
Ni = ¢(x) dx ®)
Xi

are specified. If ¢ is the radiation intensity, N; corresponds to the radiation energy, or photon counts, detected by the i-th
pixel, which extends from x; to x;;;. In the geometrical or mechanical analog, N; is the area under the curve ¢(x) in the
interval [x;, x;+1]. A constraint like equation (5) can be taken into account by introducing a Lagrange multiplier.

First we consider the form of energy given by equation (3). Since the areas under the curve are constrained, we can anticipate
that piecewise linear functions are no longer the solution, and the solution has to be curved. One may imagine a plastic foil
pressed against an incompressible fluid.

The quantity to be minimized is, with the inclusion of Lagrange multipliers, A; (i =0,1,...,n — 1),
1 [ n—l1 Xitl
) .
2 s ¢'(x)" dx + ;:0 Ai ; ¢(x) dx = min. (6)

The variation of this equation is

n—1 Xitl n—1

Z/ [ — 9" ()] 8p(x) dx + Z [¢'(xi +0) = ¢'(xi = 0)] 8(x;) + ¢'(x0) 5 (x0) — @' (x) §(x,) = 0. (N
i=0 Vi i=1
Since §¢ is arbitrary, we obtain the following Euler—Lagrange equation:

") =2 =0 (i Sx <xis1) (®)

Namely, the minimizing solution is a quadratic function. Because the node values, ¢(x;), are not constrained, §¢(x;) is arbitrary.
Therefore, at the nodes the following conditions have to be satisfied:

¢'(x0) =0, ©)
¢'(x,) =0, (10)
¢’'(x) = continuous at x; (i=1,2,....,n—=1). (11)

A quadratic function is characterized by three coefficients. For practical computations, it is useful to adopt the following form
for the minimizing solution:

PxX)=di P(E) + ¢i1 Q&) + NiRE)/A; (i =x =xjs1, i=0,1,2,...,n—1). (12)

Here, the ¢;’s are the node values to be determined later, A; = x; 11 — x;, and & = (x — x;)/4A;. In each interval, [x;, x;,1], the
normalized variable, &, runs from O to 1. Three functions [P (§), Q(&), and R(&)] are quadratic functions of & and should satisfy
the following conditions:

1
PO)=1, P()=0, / P&)ds =0, (13)
0
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Fig. 1. Blending functions in the case of quadratic interpolation.
1
00)=0, o=1, / () dg =0,
0

1
R(0)=0, R(1)=0, / R(¢)dE=1.
0
The explicit forms for these three functions are easily obtained as
PE)=(1-§)(1—-38),

Q)=835 -2)=P(1-¥),
R(§)=68(1 -§),
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(14)

5)

(16)

A7)
(18)

and are shown graphically in figure 1. As in the case of cubic spline functions, we may call these functions blending functions,

because they blend the contributions from three independent constraints (¢;, ¢; +1, and N;).

From the construction of these functions, the solution, ¢(x) [equation (12)], goes through the node points, ¢;, and has specified
areas, N;, under the curve. The unknown node values, ¢;, can be determined by applying conditions (9)—(11). The results are

cast into a tri-diagonal matrix equation:
bogo + copr = do,
aipi—1 + bigi + cipiv1=d; (=12,...,n=1),
an(bnfl + bn¢n =d,,

where
a; = (i=12,....n—1),
a,=1,
by=2,
b,=2<1 + A"‘l) (i=1,2,....n—1),
A
b, =2,

19)
(20)
21

(22)
(23)
(24)
(25)

(26)
@7)



364 T. Sakurai and J. Shin [Vol. 53,

AV .
ci = A, (i=12,....n—1), (28)
dy =320 2
b= 3A_0’ (29)
di=3<N”+3ﬁA”> (i=1,2,...,n—1) (30)
Aoy A A R ’
d, =32 1
n —3A,H. (31)
Then, the following recurrence formulae solve the equation:
w52, doe;’_z, (32)
Ci di —a;d; .
i« ———, di+——— (i=1,2,...,n—1), (33)
b; —ajci bi —a;ic;
¢n - dn - andnfl i (34)
bn —apCp—1
d’i (—di—C,'di.H (i=l’l—1,...,1,0). (35)

The solution has the specified area under the curve within each interval, [x;, x;+1], and its value and the derivative are continuous
at the nodes. The same solution was obtained by Spith (1995a) with a different approach. His method is more straightforward
than ours in derivation, while our method shows more clearly why the interpolating function is a quadratic polynomial.

2.2.  Fourth-Order Interpolation with a Fixed Area

In the previous subsection we considered a variational problem in which the energy density is given by (1/2)¢’>. In this
subsection we discuss a case in which the energy density is (1/2)¢"?. When no constraints are imposed, the minimizing solution
is a cubic function. In parallel to the treatment of the previous subsection, we impose the condition of fixed areas under the curve,
and introduce the following integral to be minimized:

n—1

Z / o Ba,»qy’(x)z + ,\,-¢(x)} dx = min. (36)
i=0 Ui

Here, o; represents the stiffness of a hypothetical elastic material, which may have different values in different intervals. The
variation of this equation is

n—1

> / o [1i +0:0""(x)] 8¢p(x) dx
i=0 Vi

n—1

+ Z [0i-16"(xi +0) — 09" (x; — 0)] 86/ (x;) + 009" (x0) 8¢’ (x0) — 19" (x) ¢’ (x,)
i=l1

n—1

= [oi19"(xi +0) — 016" (xi — 0)] 8¢(x1) — 008" (x0) 8¢ (x0) + 719" (xs) Sp(x,) = 0. (37)

i=1
Since 8¢ is arbitrary, we obtain the following Euler-Lagrange equation:
0" () +2i=0 (5 <X =< Xip1). (38)

Namely, the minimizing solution is a fourth-order (quartic) polynomial. At the nodes the following conditions have to be satis-
fied:

¢"(x0) =0, (39)
#"(x0) =0, e
¢"(x,) =0, (41)
¢" (x,) =0, (42)
0i_1¢"(x; —0)=0;¢"(x; + 0) i=1,2,...,n—1), (43)
oi_19" (x; —0)=0;¢" (x; + 0) i=1,2,...,n—1). (44)

A fourth-order polynomial is characterized by five coefficients. For practical computations, it is useful to adopt the following
form for the minimizing solution:
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Fig. 2. Blending functions in the case of fourth-order polynomial interpolation.

P(x) = di po(§) + di+1q0(E) + Ai [¢ p1(§) + ¢/ q1(E)] + Nir(§)/ A
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(45)

The definitions for A;, &, and N; are the same as before. Five functions [po(&), qo(&), p1(€), q1(£), and r(&)] are fourth-order

polynomials of £, and should satisfy the following conditions:
po@ =1,  po()=0, py(0)=0, po(1)=0, /OI po(§) d§ =0,
q0(0)=0, qo(H)=1, go(0)=0, ¢4(1)=0, /01610(5)6155 =0,
p1(@=0, pi(1)=0, p(O)=1, pi(1)=0, /Olpl(é)d5=0,
q1(0)=0, q(1)=0, ¢O=0, g (D=1, /Olm(é:)dS:Q

1
r(0)=0, r(1)=0, r'0)=0, r'(1)=0, / r(§)dé =1.
0
The explicit forms for these five blending functions are obtained as

po(&)=(1—&)*(1 + 56)(1 — 3¢),
qo(&) =E(3E —2)(6 — 56) = po(1 — &),

5
pi1E)=E(1 —£)X(1 - 6

1
qi1(6) = —Es%l —£)(56 =3)=—pi(1—§),
r(€)=30E%(1 — &),

and are shown graphically in figure 2.

(46)

(47)

(48)

(49)

(50)

(5D
(52)

(33)
(54)
(55)

The unknown node values, ¢; and ¢, can be determined by applying conditions (39)-(44). The results are cast into a block

tri-diagonal matrix equation with 2 x 2 matrices (A;, B;, C;) as coefficients:



366

T. Sakurai and J. Shin

By®o + Co®; =Dy,
A,'q)i,1+B,‘@,'+C,‘@,‘+1=D,‘ (i=1,2,...,}’l—1),
An(I)nfl +Bn(I)n:Dn»

where

o

For i =n, we defined A, = A,,_;. Further, we introduce the following quantities:

fi=

¢i >
Aigi )

A _ Oi41

(i=0,1,....n—1), g-= (i=0,1,...,n—2).

Aisi O

Then we obtain:

-8 -1 .
14 2) (i=12,...,n—1),

12 3
16 3 )

2061 /512D 3ﬁ‘1+3gi“'ﬁ2—1> (=1.2,....n—1),

16(1+ g1 f ) =3fio+3gi1f,
—12 3
16 -3 )’
8 —fo
14 =2 )
8gi—1fiy  —gi-fifi, ) G=1.2....n—1).

g1 fP, —2gi1fif,

20N,/ Ao

30Ny/Ay )

—20N;_1/A;_y +20g;_1 f2N; /A g
30N;_1/A;—1 +30gi1 /2 Ni/ A

- 20I\Irl—l/An—l
3Ojvn—l/An—l ’

=1,2,...,n—1),

The following recurrence formulae give the solution:
Co < By'Cy, Do <« B;'Dy,
Ci<— (Bi—ACi_)'C; (i=1,2,....n—1),
D; < (B; — A;Ci_)) '(D; — AiD;_1) i=12,...,n—1),
®, < (B, — A,C, 1) Dy — AuD,y 1),
Qi (_Di_CiDi+1 (l:n—],,l,O)
The solution has the specified area under the curve within each interval, [x;, x;4+1], and its value and the first derivative are
continuous at the nodes. If the stiffness, o;, is uniform over all of the intervals, the solution is also continuous up to the third
derivative at the nodes. If o; varies from one interval to another, the second and third derivatives show jumps at the nodes.

The reason why we did not consider the form (1/2)0;¢"> as a quantity to be minimized in the previous subsection is that
the resulting minimizing solution does not have a continuous derivative at the nodes if o; is non-uniform. For the purpose of

interpolation, we are only interested in solutions with continuous first derivative.

2.3.  Combination of Tension and Elastic Energies

[Vol. 53,

(56)
(537)
(58)

(39)

(60)

(61)
(62)
(63)
(64)
(65)
(66)
(67)
(68)
(69)
(70)
(71)
(72)
(73)

(74)
(75)

In the previous two subsections, we studied the energy densities of the forms (1/2)¢"> and (1/2)¢"?. The former corresponds
to a rubber band with tension, and the latter corresponds to an elastic material like a steel ruler. A system which has both
characteristics can be represented by an energy principle,

Xi+1

Xn n—1
% / [0/ (x)* +¢"(x)*] dx + Y / Ai¢(x) dx = min,
Yo i=0

Xi

(76)
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where k is a constant. The Euler—Lagrange equation for this variational problem is
¢""(x) = k*¢"(x) + 2 =0. (7

Therefore, the minimizing solution is the sum of a quadratic function and a combination of exponential functions, exp(£k§),
in each sampling interval. The details of the solution and a procedure for practical solution are given in appendix 1. For a
sufficiently large k (k > 10), the solution is nearly the same as the quadratic function model. For a small value of k (k < 1), the
solution is basically the same as the fourth-order polynomial model. A change-over of the characteristics takes place at around
k =3-5. When the constraint by the Lagrange multiplier is not applied, the solution has been known as the exponential splines
(Hoschek, Lasser 1993, p.98).

3. Examples of 1-D Interpolation

We next discuss our test of the procedure on several simple examples. First, we assumed a model function, ¢medel(x), and
numerically integrated it over the intervals and generated a discrete data set, N;(i =0, 1,2,...,n — 1). Our interpolation method
was then applied, and the difference between the interpolated results and the original function evaluated.

We considered the following three kinds of model functions:

2 b
¢moden(x>=1/[1 + (x;’%) ] , (78)

1 X — X¢
Pmodel 2(X) = 3 [1 + tanh( )] , (79)

a

Gmode 300) = [1 + sin (’“ — ")] . (80)
2 a

The first one is a Moffat function (Moffat 1969), which has often been used to approximate the point-spread function of various
(optical or X-ray) telescopes (King 1971; Walker et al. 1994; Martens et al. 1995; Sakurai, Shin 2000). Here, x. is the location
of the peak, a is a parameter representing the width of the core, and b controls the decay of the function in the wing. In the
following examples the value of b is fixed at 1.5. The second (hyperbolic tangent) function models a transition from 0 to 1 at
x = x, with a characteristic length scale a. The last example is a sinusoidal function of wavelength 2 a. Since the interpolating
function is assumed to have vanishing derivatives at the boundaries (x = x, x,,), the sinusoid is not an adequate model to evaluate
the performance of our interpolation schemes, however.

All of the three model functions vary between 0 and 1. The maximum values of their second derivatives are 2b/a?, 2/(3+/3a?),
and 1/ (2a2) for models 1, 2, and 3, respectively. Therefore, for the same value of a, the curvature is largest in the Moffat function.

In the following examples, we set n =21, and xo = —10.5,x; = —9.5, ..., x5; = 10.5. For x, we take the values 0, 0.25, and 0.5.
In the case of Moffat function, the sampled data N; are symmetric about the peak if x. =0 or 0.5, while for other values of x. the
sampled N; is not symmetric.

3.1.  Uniform o;

First we consider (1) the usual cubic spline interpolation, (2) our quadratic interpolation, and (3) our fourth-order interpolation
with o; =constant. For each model and interpolation scheme, we computed the errors,

8¢ = ¢interpolation - ¢modely (81)

and evaluated their root-mean-square and maximum values. For the cubic spline interpolation, we also evaluated the errors in
N;, namely
Xi+1

SN; = ¢imerp01ation(x) dx — N;, (82)
and evaluated their root-mean-square and maximum values. The quadratic and fourth-order interpolations developed in this paper
have no errors in N;.

Figures 3—-5 show the results for models 1-3, respectively. In each figure, panels (a)—(c) represent (a) cubic spline interpolation,
(b) quadratic interpolation, and (c¢) fourth-order interpolation. (Other panels will be explained in the next subsection.) The values
of a [1.0 for model 1, 0.5 for model 2, 2/7 for model 3] were selected to yield maximum errors of roughly 10-20%. Since these
values of a are close to the size of the pixel, they are not adequate as far as the interpolation is concerned, but were adopted for
demonstration purposes. The values of x. are 0.25 for figure 3, and O for figures 4 and 5. Only the central part (—4 < x <4)is
shown in figures 3 and 4. In figure 5, only the range of positive x is shown.

The results are summarized in the upper half of table 1 for two values of a for each model: one that used in figures 3-5, and
the other, which is twice of that. The tabulated errors are the largest values of errors among x. =0, 0.25,0.5.

From table 1 we can derive the following properties:
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(b) quadratic

(d) fourth order, o'

Fig. 3. Example of interpolation applied to the Moffat function with @ = 1, b = 1.5, x. = 0.25. The dotted curve is the original Moffat function, and the
sampled data are represented by step functions. The solid curve shows the interpolated results: (a) cubic spline interpolation, (b) quadratic interpolation,

(c) fourth-order interpolation, and (d) fourth-order interpolation with stiffness parameter o; = o;

1)

(1) The accuracy is lowest for the cubic interpolation, and highest for the fourth-order interpolation for the Moffat function

and hyperbolic tangent function models.

(2) For a sinusoidal function, the errors are larger because of inadequate boundary conditions. The quadratic interpolation
gave the worst results because the interpolation assumes a vanishing derivative at the boundaries. (The cubic spline
interpolation assumes a vanishing second derivative at the boundary. The fourth-order interpolation assumes second and
third-order derivatives to vanish at the boundary.)

(3) The errors in N; in the cubic interpolation in these examples amounted to 7%.

(4) As a becomes small, the interpolated curves tend to ‘undershoot’ (to go below zero). This tendency is largest for the

fourth-order interpolation.

Errors due to the boundary conditions mentioned in (2) can be improved by adopting the so-called ‘not-a-knot’ boundary condi-
tion (de Boor 1978, p.55). The modifications to the procedure are given in appendix 2. In this paper, however, we keep the basic
variational formulation as close as possible, and in this sense we only use the boundary conditions derived from the variational

principle.

The negative values found in the interpolated curves mentioned in (4) need to be suppressed if ¢ represents the radiation
intensity. This point is considered in the following.

3.2.  Suppression of Negative Values by Manipulating o;

In a mechanical analogy, o; represents the stiffness of a material. Therefore, it is expected that a better fitting may be obtained
if 0; is locally reduced near to the sharp peaks or transitions in ¢. By properly selecting o;, the accuracy in fitting will improve,
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(a) cubic spline (b) quadratic (c) fourth order

1.2 T 1.2 T 1.2 T
1.0 1.0
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7 7 o
c c c
3 3 3
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0.2 0.2
-0.0 -0.0
-0.2 -0.2L 1 1 1 Ll -0.2 Lt 1 1 1 1
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X X
(e) fourth order, o@
1.2 12~ r T T
1.0 1.0
0.8 0.8
2 0.6 2 0.6
@ @
c c
2 2
£ 04 £ 04
0.2 0.2
-0.0 -0.0
-0.2L 1 1 1 L -0.20L 1 1 1 L
—4 -2 2 4 -4 -2 0 2 4
X X

Fig. 4. Example of interpolation applied to the hyperbolic tangent function with @ = 0.5, x. = 0. The format is the same as figure 3 for panels (a)-(d).
Panel (e) shows the result for o; = ai(z).

which also implies better suppression of negative values in the interpolation.
We tried two forms of o;:

i =[f J(f + Ni/Naa) ], (83)
o.i(Z) - 1/ [1 4 (Ni//)z/«Ni//)z)]az ) (84)
Here, Npax is the maximum value of data, N;; N/ stands for the second derivative of N; calculated numerically (N = Nj.1 +
N;_1 —2N;); and ((N")?) denotes the mean square value of N/. Unless N; is a linear function of i, ((N”)?) never vanishes, but

generally some care has to be taken to handle such cases. A small number, f, is introduced to avoid a singularity when N; = 0.
We tried f =0.1 and f =0.01, but the results were not sensitive to these values. In the following examples we used f =0.01. The
power indices «; and «, were varied between 1 and 2, and we found slightly better results for «|, oy = 2, which were adopted
in the following examples. The first form of o; makes the stiffness reduced where N; is large. This works well when the data
have sharp peaks, but fails if the data have sharp valleys. The second form of o; makes the stiffness reduced where the curvature
of N; is large. The latter looks to be applicable to more general cases, but the former one shows better suppression of negative
interpolated values.

In the present examples, we have 21 values of o; that are adjustable, so that as an extreme case we would apply a nonlinear
least squares minimization procedure and manipulate all the o;’s to minimize the square sum of the residuals. Thus, we could
find the optimum distribution of o; (denoted as ai((’pt)) in the sense of least-squares errors, but this is only possible when we have a
model and a generated set of data N;. (In a real situation we are only given the data N;, hence the optimum o; cannot be defined.)
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(a) cubic spline (b) quadratic
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(c) fourth order (d) fourth order, o
12 N T T T T T 12 N T T T T T
1.0F ~ . 1.0F
0.8} . 0.8
> : >
2 06 ] 206
C C
() F Q L
T 04r T 04r
0.2 0.2f
-0.0F ~ -0.0F .
_0,2 : 1 1 1 1 1 ] _0,2 : 1 1 1 1 1 :
0 2 4 6 8 10 0 2 4 6 8 10
X X

Fig. 5. Example of interpolation applied to the sinusoidal function with a =2 /7, x. = 0. The format is the same as figure 3. Only a portion of positive x
is shown because of symmetry.

In panels (d) of figures 3-5, the results for o; = ai(l) are shown. For model 2, the result for o; = ai(z) is shown in panel (e). The
lower half of table 1 summarizes the results.

Compared to the fourth-order interpolation with o; = constant, we can notice that the errors are reduced for models 1 and 2.
For model 3 (sinusoidal function), no improvements are seen. (In sinusoidal functions whose wavelengths are only a few pixels,
n suppresses the undershoot,

one cannot identify particular intervals to reduce the stiffness 0;.) In model 2, the application of o,
but amplifies the overshoot. The application of 01.(2) suppresses both the under- and overshoot errors equally, and gives better
results in terms of the root-mean-square errors.

If we strictly follow the variational formulation, the negative values in the interpolated results can be excluded, as is shown in
appendix 3. However, the scheme is complicated and does not seem to be practical. For practical applications we prefer to use

an appropriate form of the o; parameter to control the interpolation.
4. Interpolation in 2-D

In the case of an ordinary spline fitting, in the extension from one- to two-dimensional models (from curve fitting to surface fit-
ting), it is hard to retain the basic variational formalism because it leads to a rather complicated form of equations. Instead, a more
practical approach toward computational efficiency is taken (e.g., Hoschek, Lasser 1993, p.251). Namely, a one-dimensional cu-
bic spline fitting is applied both in the x- and y-directions along the mesh points, and the spline curves connecting the mesh
data are generated. The construction of two-dimensional surfaces defined by these spline curves at their edges is done by the
so-called ‘tensor product’ form of one-dimensional spline functions (see below). Here, we only consider a uniformly-spaced
two-dimensional grid (x;, y;) (i=0,1,2,...,n,,j=0,1,2,...,n,). The grid spacings Ax =x;,; —x; and Ay =y;,; —y; are
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Table 1. Summary of errors in various one-dimensional interpolation schemes.

Moffat tanh sin
a=2 a=1 a=1 a=05 a=4/r a=2/mw

Cubic spline

S N;(rms) 0.007 0.017 0.005 0.011 0.009 0.036

8 N;(max) 0.028 0.066 0.014 0.034 0.014 0.049

S¢p(rms) 0.009 0.037 0.006 0.024 0.011 0.044

d¢p(max) 0.043 0.195 0.024 0.106 0.013 0.050
Quadratic

S¢p(rms) 0.005 0.034 0.004 0.022 0.008 0.033

d¢p(max) 0.022 0.163 0.018 0.099 0.084 0.276
Fourth order, o; = constant

S¢p(rms) 0.003 0.029 0.003 0.019 0.007 0.024

S¢p(max) 0.013 0.137 0.011 0.082 0.056 0.206
Fourth order, o; = ;"

S¢p(rms) 0.001 0.003 0.001 0.003 0.002 0.011

S¢p(max) 0.006 0.018 0.004 0.014 0.013 0.131
Fourth order, o; = O’i(l)

S¢p(rms) 0.002 0.007 0.002 0.023 0.040 0.105

S¢p(max) 0.008 0.041 0.012 0.104 0.141 0.613
Fourth order, o; = O’i(z)

S¢p(rms) 0.004 0.022 0.001 0.012 0.009 0.028

S¢p(max) 0.020 0.114 0.003 0.055 0.064 0.198

assumed to be constants. The area subtended by four corner points (x;, y;), (Xi+1,¥;), (x;, ¥j+1), and (x; 41, yj+1) will be called
the (i, j)-th cell. The given data are

Xi+1 Yi+1
N =/ d(x,y)dx dy, (85)
xi ¥
which represents the volume under the surface ¢(x, y) assigned to the (i, j)-th cell. For astronomical applications, the cells are
detector pixels and N; ;’s represent photon counts.

4.1. Quadratic Interpolation

First, we will apply the quadratic formula obtained in subsection 2.1 to two-dimensional cases. For the (i, j)-th cell, we assume
the following ‘tensor product’ (bi-quadratic) form for ¢(x, y):

(x,y)=¢; jPE)P(M) + Gis1 ; QEVP() + ¢i j+1 PE)Q(M) + Piv1,j+10E)O()
+[Xi;REPM) + X; j- 1 RE)Q] /Ax + [Yi; PERM) + Vi1, Q)R] /Ay

+N; jR(E)R(M)/(AxAy). (86)

Here, the normalized variables within a cell are defined as
§=(x—x;)/Ax, &7
n=0—y)/Ay, (88)

and functions P, Q, and R are taken from equations (16)—(18). This construction guarantees that ¢(x, y) is continuous across
the cell boundaries, and the constraint (85) is automatically satisfied.

When we cut the surface ¢(x, y) with y = constant and x = constant planes, the areas under the curves in the (7, j)-th cell are
defined as

Xi+l
Xi(y)= ¢(x,y)dx, (89)
Iy/'+]
Yj(x)= ¢(x,y)dy. (90)
¥
X; jand Y; ; in equation (86) are the values of these functions at the cell boundaries.

From the given data N; ; we can obtain ¢; ;, X; ;, and Y; ; as follows (bi-quadratic scheme).
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(i) Foreach j (j=0,1,...,n, — 1) apply one-dimensional formulae (32)—(35) in the x-directionon N; ; (i =0,1,...,n, —1)
and obtain ¥; ; (i =0, 1,...,n,).

(ii) Foreachi (i=0,1,...,n, — 1) apply one-dimensional formulae in the y-directionon N; ; (j =0,1,...,n, — 1) and obtain
Xi,j (] 20, 1, ...,I’l)v).

(iii) Foreach j (j=0,1,...,n,) apply one-dimensional formulae in the x-direction on X; ; (i =0, 1,...,n, — 1) and obtain ¢; ;
(i=0,1,...,ny).

(iv) Foreachi (i =0,1,...,n,) if we apply one-dimensional formulae in the y-directionon ¥; ; (j =0,1,...,n, — 1), we also
obtain ¢; ; (j =0,1,...,n,). The results are the same as those of (iii).

If the coefficients ¢; j, X; ;, and Y; ; thus obtained are inserted in equation (86), the interpolating function has continuous first
derivative across the cell boundaries.

4.2.  Fourth-Order Interpolation

Next, we will apply the fourth-order (quartic) formula obtained in subsection 2.2 to two-dimensional cases. For the
(i, j)-th cell, we assume the following bi-quartic form for ¢(x, y):

d(x,y) = @i jpo§)po(n) + Giv1.;qo(E) po(n) + @i j+1P0(E)qo(1) + Piv1.j+190(8)q0(n)
+ ¢ prE)pom) + ¢ ;1 E)po() + b 1 E)ao(n) + B 4 191E)qo(n)
+ 00 poE)p1(n) + ¢ a0 E) 1) + ¢, o1 () + B 190 E)a1 ()
+ oY prEpi) + 7 @ pi(n) + ¢ prE)a () + ¢ a1 E)ar ()
+ [Xar©po) + Xijrr@doln) + X2 r@pin) + X2, r©ann) | / Ax

+ [V po®r( + Y jao®r(m + Y p1©r o + Y3 ©r ] /Ay
+ Nijr(€)r(n/(Ax Ay). 1)

Functions po, qo, p1, q1, and r are taken from equations (51)-(55). X l(vj) and Yi(j) are the derivative of X;(y) and Y;(x) [equa-
tions (89)—(90)] at the cell boundaries. This construction of ¢(x, y) guarantees that ¢(x, ), ¢ (x, y), $(x, y), and ¢ (x, y)
(superscripts denote differentiations with respect to the indicated Variables) are continuous across the cell boundaries.

From the given data N; ; we can obtain ¢; ;, ¢l.(f‘j), ¢l.(yj), ¢l(xj) ), Xij, X l( e Y; j,and Yi();.) as follows (bi-quartic scheme):

(i) Foreach j (j=0,1,...,n,—1) apply one-dimensional formula (71)—(75) in the x-direction on N; ; (i =0,1,...,n, — 1)
and obtain ¥; ; and Yf;) (i=0,1,....n,).

(ii) Foreachi (i =0,1,...,n, — 1) apply one-dimensional formula in the y-directionon N; ; (j =0, 1,...,n, — 1) and obtain
X;jand X{) (j = 0,1,...,ny).

(iii) For each j (] 0,1,...n,) apply one-dimensional formula in the x-direction on X; ; (i =0, 1,...,n, — 1) and obtain ¢; ;
and ¢ (i=0,1,....n x).

(iv) Foreach j (j=0,1,...,n,) apply one-dimensional formula in the x-direction on X l(vj) (i=0,1,...,n, — 1) and obtain ¢f}j)
and ¢ (1=0,1,....m,).

(v) Foreachi (i =0,1,...,n,) if we apply one-dimensional formula in the y-directionon ¥; ; (j =0,1,...,n, — 1), we also
obtain ¢; ; and ¢(V) (j=0,1,...,ny). The results are the same as those of (iii) and (iv).

(vi) Likewise, for each j (j =0,1,...,n,) if we apply one-dimensional formula in the x-direction on Yl();) (i=0,1,...,n,—1),
we obtain qbff? and ¢l.(ij ) (i=0,1,...,ny). The results are the same as those of (iii) and (iv).

If the coefficients ¢; ;, ¢l(x]) , qbl(vj), qbl(xjv), Xij. X l(vj), Y; ;, and Y( j) thus obtained are inserted in equation (91), the interpolating

function has continuous third derivatives across the cell boundanes if o; in equation (38) is uniform. However, if o; is not
uniform, the results obtained in steps (iii)—(iv) and (v)—(vi) become inconsistent. In such a case, we will assign mean values of
those obtained in steps (iii)—(iv) and (v)—(vi). Whether this scheme gives satisfactory results is examined below.

4.3.  Variational Approach

The solutions described above are not the minimizing solution for an energy principle. To see this point, we may consider the
following two forms of energy:

W= / [0, 1) + 69 x. ] dx dy + 4 f $r.y) dx dy ©2)

and
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W= 1 / [6°00e, 1) + 26, )2 + $OV(x, y?] dix dy + / $(x.y) dx dy.

2

Here, the superscripts denote differentiations with respect to the indicated variables. The Euler-Lagrange equation for W) = min
and W, = min are, respectively,

93)

Ap—1r=0 94)
and
A%p + 2 =0. (95)

Unlike the one-dimensional cases, solutions for ¢ may not be polynomials of finite order, but will involve infinite-series expan-

sions. Therefore, a truncated polynomial form, like equation (91), is an approximation to the solution, or may be regarded as a

trial function to the variational principle. In the following we attempt to determine the coefficients by minimizing the energy.
The trial function (91) contains 24 unknown coefficients per each cell, but they are shared by adjacent cells. Each node point

is assigned four unknowns (¢; ;. d)i(fj), ¢l(vj) and ¢l.(f‘}')), and there are (n, + 1)(n, + 1) node points. At each vertical (x = constant)
boundary between the cells, Y; ; and Yé? are the unknowns; there are (n, + 1)n, such boundaries. A similar consideration
applies to the horizontal (y = constant) boundaries. Therefore, the total number of unknowns is 4(n, + 1)(n, + 1) + 2(n, + Dn,, +
2n,(ny + 1) or, roughly speaking, O(8n.n,).
We consider the following quantity to be minimized, which is a combination of W and W, defined by equations (92) and (93):
1
Wy Y

Xi+1 Yi+1 5 ! 5
[ e e 9]
i=0  j=0 i Vi

+(1 =) [, y)2 + ¢V (x, )2 + 20" (x, y)?] ] dx dy = min.

ny—1ny—1

(96)

The parameter o; ; represents the weight assigned to the (i, j)-th cell, and can be regarded as the stiffness of a hypothetical
material. The parameter T expresses the relative contributions to the energy from tension and elasticity; = 0 means an elasticity-
dominant, steel-like material, and T = 1 means a tension-dominant, membrane-like material. Since the trial functions satisfy the
constraint for volumes V; ;, there is no need to add Lagrange multipliers to the above expression.

When we substitute the form for the trial function [equation (91)] into the above expression, W becomes a quadratic function of
the unknown coefficients. By minimizing with respect to these coefficients, we obtain a system of linear equations. The explicit
form of the equation is not expressible in a compact form, and can only be worked out numerically. The size of the matrix
is roughly 8nn, x 8n.n,, and the usual algorithm of solution by the sweep-out method is practically limited to n,,n, < 15.
However, the matrix is sparse, and iterative methods (e.g., the conjugate gradient method, Press et al. 1992) are more suitable to
solve the equation. Because the band width of the matrix is found to be at most 60, the effective number of matrix elements is
less than 480n,n,.

5. Examples of 2-D Interpolation

We applied our method to the following three examples:

B 2 B 270
¢moden(x,y)=1/[1+<x ax°> +<y a”)} : 97)
Pmodel 2(X, y) = ! 1+ tanh(m>:| [l —tanh(x —w—xc>}
8L a a
x l+tanh<w>i| [1—tanh<w>] 98)
L a a
B EVRY o
b y) = % 1_tanh<\/(x xo) +a<y ) w):| 09)

The first example is a two-dimensional Moffat function. The second and the third examples are flat-top functions of half width,
w; models 1 and 2 are here called square-table and round-table functions, respectively. We set n, =n, =21, and xy = —10.5,x; =
—9.5,...,x1=10.5, yo=—10.5,y; =—9.5, ..., y21 = 10.5. The value of w was set to 5. For the values of (x, y.), we took (0, 0),
(0.25,0), (0.5,0), (0.25,0.25), (0.5,0.25), and (0.5, 0.5), and the largest errors were recorded.

In parallel to the one-dimensional cases, we applied to these models (1) the usual bi-cubic spline interpolation, (2) our bi-
quadratic interpolation, and (3) our bi-quartic (fourth-order) interpolation with o; = constant. For the bi-cubic interpolation, the

errors in N; ; were also evaluated. For bi-quartic interpolation, we also introduced the stiffness parameter as o; ; = ai( j) and

0= aifzj.). The definition for aif_lj) is the same as equation (83), while for Gi(le_) N/ in equation (84) should be replaced by the
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Table 2. Summary of errors in various two-dimensional interpolation schemes.

Moftat Square table Round table
a=2 a=1 a=1 a=05 a=1 a=05

Cubic spline

SN; j(rms) 0.003  0.006 0.006  0.015 0.006  0.012

dN; j(max) 0.052  0.110 0.024  0.063 0.018  0.044

3¢ (rms) 0.004  0.011 0.009  0.034 0.007  0.023

S¢(max) 0.083  0.333 0.038  0.171 0.028  0.111
Quadratic

S¢p(rms) 0.002  0.009 0.005  0.029 0.003  0.018

S¢(max) 0.044  0.280 0.025  0.154 0.018  0.100
Fourth order, o; = constant

S¢p(rms) 0.001 0.008 0.004  0.026 0.002  0.016

S¢(max) 0.025  0.239 0.016  0.130 0.011 0.086
Fourth order, o; = ol.(l)

S¢p(rms) 0.001 0.002 0.003  0.030 0.002  0.025

S¢(max) 0.017  0.092 0.015  0.273 0.012  0.187
Fourth order, o; = Gl_(z)

S¢p(rms) 0.005  0.005 0.001 0.017 0.001 0.011

S¢(max) 0.067  0.168 0.005  0.096 0.005  0.062
Minimization, T =0, 0; = Gi(z)

S¢p(rms) 0.001 0.002 0.003  0.031 0.003  0.027

S¢(max) 0.016  0.093 0.015  0.246 0.014  0.142
Minimization, T = 1, 0; = ai(z)

S¢p(rms) 0.007  0.006 0.009  0.011 0.006  0.010

S¢(max) 0.073  0.208 0.050  0.132 0.050  0.084

Laplacian: AN; j = Niy1j + Ni_1j + N; j+1 + N; j_1 —4N; ;. Finally, the minimization solutions described in subsection 4.2

were obtained for the same setting of o; ; as in the fourth-order interpolation calculation. For the parameter 7, we tested 7 =0
and t = 1. The results are summarized in table 2.

Figures 6—8 show the results of bi-quartic interpolation, with weighting by Gifzj). Figure 6 shows the case of the Moffat function
witha =1, (x., y.) =(0.25,0.5). Figures 7 and 8 show, respectively, the square-table function and round-table function. For these
we took a =0.5, (x¢, y.) = (0, 0).

Our simulations show the following properties:

(1) The accuracy is lowest for the bi-cubic interpolation, and highest for the fourth-order interpolation, as in the one-
dimensional cases.

(2) In the minimizing solutions, T = 0 gives results better than 7 = 1. Probably the form of the trial function (91), which is a
fourth order polynomial, better conforms with the energy defined by equation (93).

(3) The bi-quartic algorithm gives almost the same results as those of minimizing solutions based on the variational formula-
tion, regardless of whether o; ; is uniform or not.

(4) Undershooting of interpolated curves can be suppressed if we use a stiffness parameter, oiflj).

As the application of minimizing solutions is limited to relatively small sizes of image and the computation is time-consuming,
the bi-quartic scheme described in subsection 4.2 is a practical and most accurate choice.

6. Summary

In this paper, we have discussed the interpolation of astronomical image data in which photon counts or energy integrated
over pixels are specified. In one-dimensional cases, we considered quadratic and fourth-order interpolations. The quadratic
interpolation is defined in equation (12), and its solution scheme is given in equations (32)—(35). The fourth-order interpolation
is defined in equation (45), and its solution scheme is given in equations (71)—(75). There is no big difference in computational
complexity between the two methods, and from the accuracy of the interpolation, the fourth-order scheme is recommended. In
the fourth-order scheme it is also possible to suppress negative values in the interpolated curves by manipulating the parameter o;.

In two-dimensional cases, we considered an extension of one-dimensional schemes (both quadratic and fourth-order schemes)
and also a more basic minimization scheme based on the variational principle. In the former approach, the one-dimensional
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Fig. 6. Two-dimensional interpolation applied to the Moffat function witha =1, b = 1.5, x. =0.25, y. =0.5. The top panel shows the slice at y = y.. The
meanings of the solid, dotted, and step curves are the same as in figures 3—5. On the bottom left is a two-dimensional plot of the original model function,
and the bottom-right panel shows the fitting errors, @inerpolation — Pmodel -

scheme is applied in the x- and y-directions separately. In the latter approach, a matrix equation has to be solved, which is time-
consuming. The fourth-order scheme gives better results than the quadratic scheme, and comparable to the full minimization
solution. Therefore, the fourth-order scheme given in subsection 4.2 is recommended. The parameter o; ; can be used to suppress
negative values in the interpolated data.

T.S. is grateful for the hospitality provided by the National Solar Observatory, Tucson, where part of this work was carried
out. He thanks Dr. J.W. Harvey for comments on the draft of this paper.

Appendix 1. Solution for a Mixed Form of Energies

For the energy density of the form of equation (76), the solution can also be represented as equation (45). The explicit forms
for the functions py, qo, p1, q1, and r are

hi h _ h  h o -
po(%‘)=<71+72) (1—e ™)+ (7‘_72>[e K1) _ pok]

+1—%(1 +e*k)s—k—]212§(1—g)(1—e*’<), (A1)
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Fig. 7. Two-dimensional interpolation applied to a square-shaped, flat-top function with a = 0.5, x. = y. =0. The format is the same as figure 6.

qo(§) = po(1 —§), (A2)
hy h _ hy h i _
pi(E) = (Zl . 1—;>(l—e € 4 (ZI‘T;) 406 _ o]
2 kh kh

—%+ [1—71(1 +ek>]s—1—;<1—e">§(1—s>, (A3)
q1(§)=—p1(1 =§), (A4)
rE) =hy[k(1—e™ME(1—8&) + e =1+ ¥ —e7¥], (A5)

where

=t (g +l)ek, (A6)
2k 2k i
h2 =E+g—1— %+8+1 e . (A7)

These functions satisfy conditions (46)—(50). Figure 9 shows these functions when k = 5.
The equations for ¢; and ¢; take the form of equations (56)—(58), with the same definition for ®; [equation (59)]. We then
found
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Fig. 8. Two-dimensional interpolation applied to a round, flat-top function with a = 0.5, x¢ = y. = 0. The format is the same as figure 6.
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Fig. 9. Blending functions in the case of hybrid energy (tension plus elasticity), with k = 5.

D =< _r//(l)anl/Anfl >

—r""(D)N,—1 /A

The solution procedure is the same as equations (71)—(75).

Appendix 2. Not-a-Knot Boundary Conditions

In the case of quadratic interpolation, boundary conditions (9) and (10) are replaced by

¢” = continuous at x; and x,,_.

Correspondingly, equations (23), (24), (26), (27), (29), and (31) are replaced by the following equations:

=1+ SYEAY
= A}171 '

N A N, (A
dy 0<2+3—0>+—1< 0

2
5)

TA AT A
anZ anl Aan (

3
A}172 " A}171 Anfl "

dy =

Aan
2—— ).
Anl>

In the case of fourth-order interpolation, boundary conditions (39) and (41) are replaced by

o0¢""(x1 = 0)=019""(x +0),
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Fig. 10. Simple one-dimensional example for considering non-negativity constraint. (a) The interpolated curve just touches the x-axis. (b) A sub-interval

of ¢ = 0 develops near the center. The dotted curve is the result when a non-negativity constraint is not imposed.

Gn72¢/,,,(xn71 - 0) = Unfl(ﬁ””(xnfl + 0)
Correspondingly, equations (62), (63), (65), (66), (68), and (70) are replaced by the following:

.

<g,, zf,fz (8 +14f,2+6f2,)

-2+ 8n— anz 2 (12 + 16fn72 + 6fn272) fn72(1 + 3gn72fn72 + 3gn72f,1272 + gn72fn372)
14 2

)

3

_gn—an272 (1 +32fn—2 + fn272) )

6+14f0+8f0 1+2f0+f02 )

9

16

6+ 16f) + 12f0 280/t —fo(1+3fo+3f2+320f;) )
_2 ’
N
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Appendix 3. Non-Negativity Constraint

If ¢ represents the radiation intensity, it should be non-negative. The methods presented in the main text, however, do not
themselves exclude negative values, and even if N;’s or N; ;’s are all non-negative, the interpolated function ¢ can take negative
values.

The introduction of non-negativity constraint is possible, at least in one-dimensional cases. In a geometrical analogy in which
¢ represents the shape of some material covering the surface of liquid in a vessel, the non-negativity means that ¢ should not go
below the bottom of the vessel.

Let us consider a simple one-dimensional model made of five node points: xg = —2,x; = —1,x, =0, x3 =1, x4 =2, and specify
N; as Ny = N, = 1.0, N3 = Ny. If we apply the fourth-order interpolation described in subsection 2.2, we find that the fitted curve
is non-negative if Ny < 5.84. Figure 10a shows the marginal case of Ny = 5.84, in which the curve is tangent to the x-axis. For
Ny > 5.84, the interpolated curve goes negative around x = 0. If non-negativity is imposed, we expect that there will appear an
interval around x = 0 where ¢ = 0. Let such an interval be [ —xs, x;], considering the symmetry of the problem.

Because the energy principle does not hold in [—xg, x5], this region is disconnected into two intervals [—2, —x;] and [xg, 2],
and can be treated separately. Further, the boundary conditions at +x; must be re-considered. For example, at x;, instead of
requiring ¢ (xs) = ¢ (x,) =0 [equations (39)—(44)], we have to impose ¢(xs) = ¢'(xs) =0 in order for the solution to be connected
smoothly to the region ¢ = 0. The location of x; is determined by requiring ¢” (x;) = 0. Generally, ¢"(xs + 0) # 0, which means
that ¢” has a jump at x;, and ¢”” behaves as a delta function. This delta function represents the force from the bottom of the
vessel. Figure 10b shows the solution for Ny =20. The value of x; is determined to be 0.354.

The situation becomes more complicated if the interpolated curve goes negative at the central part of an interval. The correct
solution will then have a central sub-interval where ¢ = 0, and two sub-intervals at the ends with ¢ > 0. However, there is no a
priori way to partition the N; values to these two sub-intervals. From the standpoint of variational formulation, the partitioning
depends on the history of the system, namely how the partition was made when the curve first touched the bottom. As a matter of
fact, any partitioning of N; gives a local minimum of energy. In order to uniquely fix the solution, one has to evaluate the energy
and look for the global energy minimum.

In considering these complexities, we prefer to use the practical method described in the text, by manipulating the stiffness
parameter (o;) in the definition of the energy to be minimized.
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