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Questions regarding flare heating

qWhen is flare plasma heated: only at the very start or 
throughout the flare evolution? Impulsively or more 
gradually?

qWhere is flare plasma heated: is the primary energy 
deposition in the corona or in the lower atmosphere or 
both? 

qWhat is the mechanism of flare heating: by shocks? Non-
thermal particles? Conduction? Or else?

q How much is the energy used to heat flare plasma?

Time dependent imaging and spectroscopic flare 
observations in multiple wavelengths have the enormous 
advantage.



Questions regarding flare heating

Two approaches of doing this, forward or backward.
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Review

Neupert effect indicates corona heating during the HXR 
burst, maybe by non-thermal driven chromosphere 
evaporation. 

When: not necessarily only during the rise & HXR;
Where & what: non-thermal particle produced 
chromosphere evaporation is part of the story;
How much: a good fraction of energy carried by non-
thermal electrons.

Flare heating (and cooling) takes place in numerous loops 
sequentially, often well into the decay of the SXR 
emission, not necessarily always by non-thermal 
electrons.
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Multi-bandpass imaging observations and analyses by 
Tsuneta (1996) show higher temperature at the outer 
edge of the flare arcade even in the decay of the flare.
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Spatially resolved plasma properties
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FIG. 1.ÈSchematic pictures of the CSHKP-type reconnection model for Ñares. As magnetic reconnection proceeds, open coronal magnetic Ðeld lines
reconnect to close and accumulate on the lower-lying closed loops. As the X-point (or line), where reconnection occurs, re-forms at higher altitude, the height
of the closed loops increases. The total energy release rate and duration are determined by the reconnection rate and magnetic conÐgurations. The pair of
small hatched regions in each closed loop represent the heat conduction front, which descends toward the lower corona.

circular shape with a constant cross section. The half-length
of the ith loop, increases linearly with i :L

i
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1
\ 2 ] 104

km for the innermost loop (loop 1), and kmL
9
\ 3 ] 104

for the outermost (loop 9). The width of each loop is set to
be 800 km, so that there are no gaps or overlap between the
neighboring loops. Each loop is taken to have an inÐnitely
strong magnetic Ðeld, so that the plasma moves and the
heat Ñows freely along each loop while energy and mass
transport across loops is strongly inhibited. Although sim-
pliÐed, these assumptions are reasonable if the surrounding
magnetic pressure is everywhere much stronger than the gas
pressure inside each loop during Ñares. Assuming symmetry
about the loop top and a fully ionized atmosphere for tem-
peratures higher than 4 ] 104 K, we calculate the dynamics
in only half of each loop individually using a 1D-HD code.
For simplicity, the ions consist of only protons, though
other elements are included in evaluating radiative losses.
We use a single-Ñuid description, i.e., electrons and ions
have the same temperatures and bulk velocities. This is
correct when the collision time for momentum exchange
between electrons and protons is very much shorter than
the hydrodynamic timescale, 10È100 s (see Table 1 in

& CanÐeld Plasma viscosity is ignoredMcClymont 1983).
in all our calculations (for e†ects of the plasma viscosity, see

& RealePeres 1993a).

FIG. 2.ÈMultiple-loop conÐguration in our pseudo-2D model. We use
nine loops, with half-length L ranging from 2 ] 104 to 3 ] 104 km.

The equations of mass, momentum, and energy conserva-
tion in Eulerian form are
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the Ñuid velocity, P is the total gas pressure, E is the sum of
the kinetic energy and the internal energy per unit volume,
T is the plasma temperature, is the acceleration of solarg

Agravity along the loop, is the Boltzmann constant, and ck
Bis the ratio of speciÐc heats for a monatomic ideal gas, taken

to be 5/3. Heat conduction along the loop is primarily by
electrons, and the classical conductivity for a fully ionized
hydrogen plasma is used :(Spitzer 1962)
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where is 9 ] 10~7 in cgs units. R is the radiative lossi
0rate ; for plasmas with T [ 4 ] 104 K (above the lower

transition region), it is given by

R(s, t) \ n
e
n
p
Q(T ) \ 1

4
n2Q(T ) , (6)

where Q(T ) is the radiative loss function for an optically
thin plasma. We used an analytic approximation,
Q(T ) \ sT a, with the temperature variation given by the
piecewise constants s(T ) and a(T ) listed in Table 1 (Hildner

Reconnection 
forms and 
heats 
multiple loops 
during the 
flare 
evolution 
(Hori et al. 
1997, 1998).

A pseudo 2d modeling to reproduce the observation (T, n, P
maps) and spectral lines, with loop-top heating (qmax ~ 3.4e9 
erg/cm2/s, variable heating duration (100 min), conduction driven
evaporation, in a set of 9 loops with growing length and 
sequentially delayed heating.
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TABLE 1

RADIATIVE LOSS FUNCTION : Q(T ) \ sT a (ergs s~1 cm3)

T
(K) a s Reference

4 ] 104\ T \ 1 ] 105 . . . . . . 3.0 8.00 ] 10~37 1
1 ] 105\ T \ 3 ] 105 . . . . . . 0.0 8.00 ] 10~22 1
3 ] 105\ T \ 8 ] 105 . . . . . . [2.5 3.94 ] 10~8 2
8 ] 105\ T \ 2 ] 107 . . . . . . [1.0 5.51 ] 10~17 2
2 ] 107\ T . . . . . . . . . . . . . . . . . . 0.4 3.31 ] 10~27 3

REFERENCES.È(1) et al. (2) (3)Sterling 1993 ; Hildner 1974 ; Nagai 1980.

Shibata, & Mariska For1974 ; Nagai 1980 ; Sterling, 1993).
plasmas with T \ 4 ] 104 K, the radiative losses are
approximated as

R(s, t) \ 4.9 ] 109o(s, t) , (7)

in ergs cm~3 K~1, after et al. (This expres-Sterling (1993).
sion is based on the empirical result of & AthayAnderson

over a large part of the chromosphere, the heating1989 ;
rate per gram is roughly constant, at 4.9 ] 109 ergs g~1
s~1.) H is the energy input rate per unit volume, and we
divide it into two parts,

H(s, t) \ H
q
(s) ] H

f
(s, t) . (8)

The Ðrst term, is the local heating rate needed toH
q
(s),

maintain the temperature structure in the quiescent loop.
We Ðxed this value to 5.0 ] 10~4 ergs cm~3 s~1 uniformly.
We neglect both R(s, t) and in for plasmasH

q
(s) equation (3)

below the height of the initial transition region, wheres
0,tr

,
these terms are assumed to be always in balance. However,
for plasmas with T [ 4 ] 104 K in this region, only isH

q
(s)

neglected, on the assumption that TheH
q
(s) > R(s, t).

second term of is the symmetric Ñare-equation (8), H
f
(s, t),

heating rate. It is placed at the loop top and is assumed to
be spatially Gaussian and a step function in time :

H
f
(s, t) \ q(t)

1

J2np
exp

C
[

(s [ s
top

)2
2p2

D
(ergs cm~3 s~1) ,

(9)

where p is the e†ective length of the Ñare-heating region, set
to 6000 km for all loops, and is the position of the loops

toptop. Here q(t) is the total heat Ñux for a loop, which is Ðxed
to 5.4 ] 109 ergs cm~2 s~1 and maintained for a few
minutes. This value is chosen so that the total released Ñare
energy from the nine loops could be a typical value
observed in Ñares, D1030 ergs. As a result, operates heatH

fat 3.6 ergs cm~3 s~1 at a loop top.
Normalization units for variables used in the calculations

are summarized in Numerical algorithms for theTable 2.

FIG. 3.ÈInitial energy balance in loop 5. The absolute values of the
terms in the energy equation are plotted as functions of loop length. For
reference, the distribution of the initial temperature and the model Ñare
heating are also shown.

dynamic portion of our calculation and grid cell sizes are
explained in Appendix A.

2.2. Initial and Boundary Conditions
Each loop is initially in hydrostatic and energy equi-

librium (the left-hand sides of eqs. and equal zero).[2] [3]
Initially, the height of the transition region, is set to bes

0,tr
,

2000 km from the base (s \ 0, which is embedded in the
photosphere). For the initial atmosphere, i.e., thes [ s

0,tr
,

transition region and the corona, we solved the equilibrium
equations with the fourth-order Runge-Kutta-Gill method
(using the same spatial grids as those of the time-dependent
hydrodynamic code mentioned in The lowerAppendix A).
atmosphere, i.e., the chromosphere and the photo-s \ s

0,tr
,

sphere, is assumed to have a constant temperature of 104 K.
Because R(s, 0) is assumed in this region, the\H

q
(s)

density structure is determined from only the hydrostatic
equation. shows the initial energy balance in aFigure 3
middle loop, loop 5 km). The distribution(L

5
\ 2.5 ] 104

of the initial temperature and the model Ñare heating are
also shown. The plasma density at the base is adjusted so
that the temperature gradient vanishes at the loop top. (As a
result, it assumes slightly di†erent values among loops with
di†erent lengths.) For Ðve of the nine loops, the initial
values at some typical points are listed in Table 3.

The boundary conditions at the loop top are not essential
and are due solely to our assumption of symmetry there ;
these conditions are that (1) the temperature and density
gradients are zero, i.e., andLT /Ls o

s/stop
\ 0 Ln/Ls o

s/stop
\ 0,

TABLE 2

UNITS FOR NORMALIZATION

Physical Quantity Normalization Unit Typical Value

Gravitational acceleration, g . . . . . . cg
pho

(5/3)2.7 ] 104 cm s~2

Number density, n . . . . . . . . . . . . . . . . . n
pho

1017 cm~3

Temperature, T . . . . . . . . . . . . . . . . . . . . T
pho

104 K
Length, s . . . . . . . . . . . . . . . . . . . . . . . . . . . . h

pho
4 (k

B
/m)T

pho
/g

pho
200 km

Velocity, v . . . . . . . . . . . . . . . . . . . . . . . . . . . C
s,pho

4 [c(k
B
/m)T

pho
]1@2 12 km s~1

Time, t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . h
pho

/C
s,pho

17 s
Density, o . . . . . . . . . . . . . . . . . . . . . . . . . . . mn

pho
1.7 ] 10~7 g cm~3

Pressure, p . . . . . . . . . . . . . . . . . . . . . . . . . . cn
pho

k
B
T
pho

2.3 ] 105 dyne cm~2

NOTE.ÈAll values determined at the initial photosphere.

Modeling a sequence of loops



clear that a single-loop model will have a difficult time re-
producing the observed emission. In the observations there is a
delay of about 240 s between the peak of the hard X-rays and the
peak of the soft X-ray emission. The observations also show a
very slow decline in the soft X-ray emission. The simulated
light curves, in contrast, show both a rapid increase and a rapid
decay, suggesting that the soft X-ray emission is very sensitive
to the energy deposition.
It is tempting to posit that modifications to the heating func-

tion assumed in this exercise would improve the agreement be-
tween the observations and the numerical simulation. Variations
in the spectral index or in the low-energy cutoff, for example,
would change the observed light curves. It is also possible to
abandon the requirement that the heating be solely due to precip-
itating electrons and superimpose a second, more slowly varying
heating on the loop. In particular, several previous studies have
considered the role of extended heating in explaining the decay
of the soft X-ray emission (e.g., Reale et al. 1997). It is clear
from the observations, however, that extended heating during
the decay phase cannot be the primary cause of the extended
lifetime of the soft X-ray emission. In this event, for example,
the first H! post-flare loops appear at 17:38 UT (Wang et al.
1995) when, as is indicated by the GOES light curves and the
SXT images, the high-temperature soft X-ray emission is still
substantial. Furthermore, these H! loops appear at heights be-
low the soft X-ray loops observed with SXT. It is unambiguous
that single-loop modeling cannot account for the observed evo-
lution of the flare arcade. This conclusion has been reached by
other authors (e.g., Moore & Labonte 1980; Svestka et al. 1982;
Schmieder et al. 1995). This understanding, however, has not
been widely incorporated into the hydrodynamic modeling of
solar flares.

4. MULTITHREAD HYDRODYNAMIC MODELING

One impediment tomodeling a solar flare as the succession of
independently heated threads is the difficulty in determining the

Fig. 3.—Single-loop hydrodynamic modeling of the Masuda event. Top:
The observed HXT hard X-ray light curve from 33 to 53 keV and the assumed
envelope on the beam heating. Middle and bottom panels: The observed and
simulated GOES soft X-ray light curves, repectively.

Fig. 2.—Yohkoh observations of the Mausa flare. Left, top to bottom: BCS spectra in the S xv, Ca xix, Fe xxv channels. The crosses indicate the spectral regions
used to compute the intensities for the resonance line and the continuum. Right, top to bottom: Light curves for BCS, SXT, and HXT.
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Warren (2006): heating impulsively 
by non-thermal electrons or 
continuously but in one loop, cannot 
agree with observations of both hot 
and cool loops.
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Single-loop heating by non-
thermal electrons (aka 
Neupert effect).

How to find the Q/E/H?



Here put a couple of figures from satellite
Observations.

Masuda flare: hard X-ray source above the loop top
(Sakao et al. 1992, Masuda et al. 1994)

YOHKOH



Heating multiple loops by 
varying amount of energy 
(Warren 2006).

𝐸 𝑡 = 𝐸5 + 𝑔 𝑡 𝐸8 exp −
(𝑠 − 𝑠5)-

2𝜎@-

heating parameters for each thread. The observables from a
flare, such as the GOES soft X-ray fluxes, are typically used to
compute physical properties of the flare arcade, such as the tem-
perature and emission measure. These quantities are difficult to
use as inputs to a hydrodynamic simulation.

Recent work byWarren & Antiochos (2004) has investigated
the relationship between theGOES soft X-ray fluxes and the pa-
rameters relevant to hydrodynamic simulations, such as the total
energy deposited into a thread and the volume of the thread. They
found that the peak fluxes in the GOES channels were related to
the energy input into the loop by

F1 8(tP) ’ 3:68 ; 10!35 EL

V

! "1:75
V

L2
ð2Þ

and

F0:5 4(tP) ’ 4:42 ; 10!42 EL

V

! "2:24
V

L2
; ð3Þ

where E is the total energy deposited in the loop, L is the total
loop length, and V is the loop volume. The cross-sectional area
(A) is V/L. Conceptually, we can think of the hydrodynamic
loop equations as describing the evolution of the plasma in a
thin, semi-annular volume,where the loop length corresponds
to the semi-diameter. Note that in this work we assume that this
volume is uniformly filled with plasma and that there is no ad-
ditional filling factor.

Assuming that the loop length can be determined indepen-
dently, equations (2) and (3) can be inverted to express the
energy deposition (E ) and loop volume (V ) in terms of the peak
GOES soft X-ray fluxes. These expressions, however, describe
the relationship between E, V, and the GOES soft X-ray fluxes
for a single thread. In our multithread simulation we model the
flare as a succession of independently heated threads. To account
for the contribution of threads that have been heated previously
and are cooling, we compute the ‘‘residual’’ GOES flux for each
channel,

!Fi(tp) ¼ Fobs(t þ tc)!
Xi!1

j¼1

F
j
sim(t þ tc)

" #
: ð4Þ

Here tc is essentially the conductive cooling time (the time at
which the emission measure of the thread will reach its maxi-
mum value). This offset reflects the fact that there will be a delay
between the introduction of a thread and the time when it
reaches its maximum emission in soft X-rays. In the model tc is
estimated from the simulation of the previous thread. For each
thread after the first, the residual GOES fluxes are used to com-
pute the energy and volume for the thread.

Computing a multithread simulation of a solar flare involves
the following steps:

1. Using background-subtracted GOES fluxes, compute the
energy and volume needed to reproduce the observed soft X-ray
emission.

2. Perform a time-dependent hydrodynamic simulation us-
ing the energy derived from the GOES data.

3. Calculate the evolution of the GOES fluxes from the hy-
drodynamic simulation and the thread volume derived from the
observations.

4. Compute the residualGOES fluxes in each channel, which
are then used in step 1 for the next thread in the simulation.

In principle, the scaling laws presented in equations (2) and (3)
can be used to approximate the input energy and volume for a
thread from the observed GOES soft X-ray fluxes. However,
these scaling laws are not useful for computing the temporal
evolution of a thread and cannot be used to determine the re-
sidual fluxes that are important in the determining the parameters
for the next thread in the simulation. Thus the use of the scaling
laws necessitates that the simulations must be run in series,
making the process of simulating a flare very time consuming.

To allow for parallel processing, we compute a series of full
hydrodynamic simulations using a wide range of input energies.
For each of these simulations we calculate the evolution of the
GOES fluxes in both channels. An illustration of this calcula-
tion is shown in Figure 4. With this ‘‘grid’’ of solutions we can
interpolate to find the energy and volume needed to reproduce
the observed GOES fluxes. We can interpolate in time to esti-
mate the evolution of the thread as it would be observed with
GOES. The use of interpolated light curves allows for the hy-
drodynamic simulation parameters for all of the threads to be
determined very rapidly. Once the simulation parameters have
been determined from the interpolated light curves, the full
hydrodynamic simulations can be performed in parallel, lead-
ing to a dramatic increase in computational efficiency.

Since the scaling laws incorporate significant approximations
that are not present in the solutions to the hydrodynamic equa-
tions, the use of interpolated light curves makes the flare simu-
lations considerably more accurate. It is also important to note
that the scaling laws have not been thoroughly compared with

Fig. 4.—Top and middle panels: Simulated GOES light curves as a function
of time and input energy flux. Bottom: The ratio of the 0.5–4 8 to 1–8 8
GOES channels. The loop length has been fixed at approximately 39 Mm in
these simulations. An area of 1016 cm2 has been assumed. The solid line
represents the theoretical ratio derived from the scaling laws.
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heating parameters for each thread. The observables from a
flare, such as the GOES soft X-ray fluxes, are typically used to
compute physical properties of the flare arcade, such as the tem-
perature and emission measure. These quantities are difficult to
use as inputs to a hydrodynamic simulation.

Recent work byWarren & Antiochos (2004) has investigated
the relationship between theGOES soft X-ray fluxes and the pa-
rameters relevant to hydrodynamic simulations, such as the total
energy deposited into a thread and the volume of the thread. They
found that the peak fluxes in the GOES channels were related to
the energy input into the loop by

F1 8(tP) ’ 3:68 ; 10!35 EL

V

! "1:75
V

L2
ð2Þ

and

F0:5 4(tP) ’ 4:42 ; 10!42 EL

V

! "2:24
V

L2
; ð3Þ

where E is the total energy deposited in the loop, L is the total
loop length, and V is the loop volume. The cross-sectional area
(A) is V/L. Conceptually, we can think of the hydrodynamic
loop equations as describing the evolution of the plasma in a
thin, semi-annular volume,where the loop length corresponds
to the semi-diameter. Note that in this work we assume that this
volume is uniformly filled with plasma and that there is no ad-
ditional filling factor.

Assuming that the loop length can be determined indepen-
dently, equations (2) and (3) can be inverted to express the
energy deposition (E ) and loop volume (V ) in terms of the peak
GOES soft X-ray fluxes. These expressions, however, describe
the relationship between E, V, and the GOES soft X-ray fluxes
for a single thread. In our multithread simulation we model the
flare as a succession of independently heated threads. To account
for the contribution of threads that have been heated previously
and are cooling, we compute the ‘‘residual’’ GOES flux for each
channel,

!Fi(tp) ¼ Fobs(t þ tc)!
Xi!1

j¼1

F
j
sim(t þ tc)

" #
: ð4Þ

Here tc is essentially the conductive cooling time (the time at
which the emission measure of the thread will reach its maxi-
mum value). This offset reflects the fact that there will be a delay
between the introduction of a thread and the time when it
reaches its maximum emission in soft X-rays. In the model tc is
estimated from the simulation of the previous thread. For each
thread after the first, the residual GOES fluxes are used to com-
pute the energy and volume for the thread.

Computing a multithread simulation of a solar flare involves
the following steps:

1. Using background-subtracted GOES fluxes, compute the
energy and volume needed to reproduce the observed soft X-ray
emission.

2. Perform a time-dependent hydrodynamic simulation us-
ing the energy derived from the GOES data.

3. Calculate the evolution of the GOES fluxes from the hy-
drodynamic simulation and the thread volume derived from the
observations.

4. Compute the residualGOES fluxes in each channel, which
are then used in step 1 for the next thread in the simulation.

In principle, the scaling laws presented in equations (2) and (3)
can be used to approximate the input energy and volume for a
thread from the observed GOES soft X-ray fluxes. However,
these scaling laws are not useful for computing the temporal
evolution of a thread and cannot be used to determine the re-
sidual fluxes that are important in the determining the parameters
for the next thread in the simulation. Thus the use of the scaling
laws necessitates that the simulations must be run in series,
making the process of simulating a flare very time consuming.

To allow for parallel processing, we compute a series of full
hydrodynamic simulations using a wide range of input energies.
For each of these simulations we calculate the evolution of the
GOES fluxes in both channels. An illustration of this calcula-
tion is shown in Figure 4. With this ‘‘grid’’ of solutions we can
interpolate to find the energy and volume needed to reproduce
the observed GOES fluxes. We can interpolate in time to esti-
mate the evolution of the thread as it would be observed with
GOES. The use of interpolated light curves allows for the hy-
drodynamic simulation parameters for all of the threads to be
determined very rapidly. Once the simulation parameters have
been determined from the interpolated light curves, the full
hydrodynamic simulations can be performed in parallel, lead-
ing to a dramatic increase in computational efficiency.

Since the scaling laws incorporate significant approximations
that are not present in the solutions to the hydrodynamic equa-
tions, the use of interpolated light curves makes the flare simu-
lations considerably more accurate. It is also important to note
that the scaling laws have not been thoroughly compared with

Fig. 4.—Top and middle panels: Simulated GOES light curves as a function
of time and input energy flux. Bottom: The ratio of the 0.5–4 8 to 1–8 8
GOES channels. The loop length has been fixed at approximately 39 Mm in
these simulations. An area of 1016 cm2 has been assumed. The solid line
represents the theoretical ratio derived from the scaling laws.
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Rubio et al. (2016) model 16 loops determined (and heated) 
by Neupert effect from rise to peak of the flare.

Neupert effect in multiple loops



𝜀BC

𝜀0

𝐼 𝜀 = 𝑎𝜀BC (photons/s/cm2/keV),   𝐹 𝐸 = 𝐴𝐸BH	(electrons/s/keV)
𝑁JKJ = ∫ 𝐹 𝐸 𝑑𝐸∝

NO
(electrons/s), 𝐸JKJ = ∫ 𝐸	𝐹 𝐸 𝑑𝐸∝

NO
(ergs/s)

𝛿 = 𝛾 + 1
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Energy release is reflected at foot-points

Chromosphere observations of the foot-points of flare 
loops can “map” and “measure” the heating rate (fast 
rise), as well as the cooling rate (slow decay), of 
individual flare loops (Qiu et al. 2012, Liu et al. 2013).

Light curves in flare UV ribbon pixels
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A M-class two-
ribbon flare where 
HXR is only part 
of the story.

(Liu et al. 2007,
Liu et al. 2013)

Observe and model an eruptive flare



UV light curves have 
different timescales 
from impulsive to 
decay phase of the 
flare. 

(Liu+13, Longcope+16)



Flare total emission results 
from the sum of 5000 
reconnection energy release 
events deduced from 
observations of flare ribbons. 

(Liu et al. 2013) model SXR emission by RHESSI



A C6.7 flare observed by 
NST in He 10830 line, 
RHESSI, GOES, AIA, and 
EVE, and modeled by Zeng 
et al. (2014), Liu (2014).

Observe and model a compact flare
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Flare total emission results 
from the sum of 1000 
reconnection energy release 
events deduced from 
observations of flare ribbons
(Zeng et al. 2014, Liu 2014)

RHESSI 3-20 keV



Full-disk EUV radiation by EVE (Liu 2014)(Woods et al. 2011)



Full-disk EUV radiation by EVE (Liu 2014)

A&A 521, A21 (2010)

Fig. 1. Plot of DEM curves for coronal hole, quiet Sun, active region
and flare plasma (see text for references).

Asplund et al. (2009) were used in calculating the CH, QS
and AR spectra. Density values of Ne = 2 × 108 cm−3,
Ne = 5 × 108 cm−3 and Ne = 5 × 109 cm−3 were used in cal-
culating the CH, QS and AR spectra respectively. These are the
same density values as those used to calculate the contribution
functions for the lines which were used to constrain the DEM
curves for the CH, QS and AR cases. For the flare spectrum
a value of Ne = 1 × 1011 cm−3 and the solar coronal abun-
dances of Feldman et al. (1992) were used. The use of either
photospheric or coronal abundances in calculating the synthetic
spectra reflects the original use of either photospheric or coronal
abundances in generating the DEM curves. These synthetic spec-
tra were then convolved with the effective area of each channel.
The effective areas were obtained from P. Boerner (2009, priv.
comm.), with the exception of the 171 Å and 335 Å channels for
which updated versions were used obtained from Solarsoft (12
July, 2010).

3. Results

Table 1 lists those spectral lines which contribute more than 3%
to the total emission in each channel for CH, QS, AR and flare
plasma. Also included is the fractional contribution of the con-
tinuum emission for any case where the continuum contributes
more than 3% to the total emission in a channel. Synthetic spec-
tra for each of the channels are displayed in Figs. 2–8. For every
channel each spectrum has been divided by the peak intensity
of the strongest spectrum. Weaker spectra have been scaled by
factors indicated in each figure.

The 94 Å channel is expected1 to observe the
FeXVIII 93.93 Å line [log T [K] ∼ 6.85] in flaring regions.
For both AR and flare plasma (see Fig. 2) the dominant con-
tribution comes from the FeXVIII 93.93 Å line. However, for
the CH and QS spectrum (see Fig. 2) the dominant contribution
comes from the FeX 94.01 Å line [log T ∼ 6.05].

In flaring regions the 131 Å channel is expected1 to observe
the FeXX 132.84 Å and FeXXIII 132.91 Å lines. However, for
the flare spectrum (see Fig. 3) the dominant contribution comes
from the FeXXI 128.75 Å line [log T ∼ 7.05]. The combined
contribution of the FeXX 132.84 Å and FeXXIII 132.91 Å lines
is less than ten percent of the total emission. For CH observations
the 131 Å channel is expected1 to be dominated by FeVIII lines
[log T ∼ 5.6]. From our simulations, the dominant contribution
for CH and QS plasma (see Fig. 3) does come from FeVIII lines,

Table 1. Predicted AIA count rates.

Ion λ Tp
a Fraction of total emission

Å K CH QS AR FL

94 Å MgVIII 94.07 5.9 0.03 – – –
FeXX 93.78 7.0 – – – 0.10
FeXVIII 93.93 6.85 – – 0.74 0.85
FeX 94.01 6.05 0.63 0.72 0.05 –
FeVIII 93.47 5.6 0.04 – – –
FeVIII 93.62 5.6 0.05 – – –
Cont. 0.11 0.12 0.17 –

131 Å OVI 129.87 5.45 0.04 0.05 – –
FeXXIII 132.91 7.15 – – – 0.07
FeXXI 128.75 7.05 – – – 0.83
FeVIII 130.94 5.6 0.30 0.25 0.09 –
FeVIII 131.24 5.6 0.39 0.33 0.13 –
Cont. 0.11 0.20 0.54 0.04

171 Å NiXIV 171.37 6.35 – – 0.04 –
FeX 174.53 6.05 – 0.03 – –
Fe IX 171.07 5.85 0.95 0.92 0.80 0.54
Cont. – – – 0.23

193 Å OV 192.90 5.35 0.03 – – –
CaXVII 192.85 6.75 – – – 0.08
CaXIV 193.87 6.55 – – 0.04 –
FeXXIV 192.03 7.25 – – - 0.81
FeXII 195.12 6.2 0.08 0.18 0.17 –
FeXII 193.51 6.2 0.09 0.19 0.17 –
FeXII 192.39 6.2 0.04 0.09 0.08 –
FeXI 188.23 6.15 0.09 0.10 0.04 –
FeXI 192.83 6.15 0.05 0.06 – –
FeXI 188.30 6.15 0.04 0.04 – –
FeX 190.04 6.05 0.06 0.04 – –
Fe IX 189.94 5.85 0.06 – – –
Fe IX 188.50 5.85 0.07 – – –
Cont. – – 0.05 0.04

211 Å Cr IX 210.61 5.95 0.07 – – –
CaXVI 208.60 6.7 – – – 0.09
FeXVII 204.67 6.6 – – – 0.07
FeXIV 211.32 6.3 – 0.13 0.39 0.12
FeXIII 202.04 6.25 – 0.05 – –
FeXIII 203.83 6.25 – – 0.07 –
FeXIII 209.62 6.25 – 0.05 0.05 –
FeXI 209.78 6.15 0.11 0.12 – –
FeX 207.45 6.05 0.05 0.03 – –
NiXI 207.92 6.1 0.03 – – –
Cont. 0.08 0.04 0.07 0.41

304 Å He II 303.786 4.7 0.33 0.32 0.27 0.29
He II 303.781 4.7 0.66 0.65 0.54 0.58
CaXVIII 302.19 6.85 – – – 0.05
SiXI 303.33 6.2 – – 0.11 –
Cont. – – – –

335 Å AlX 332.79 6.1 0.05 0.11 – –
MgVIII 335.23 5.9 0.11 0.06 – –
MgVIII 338.98 5.9 0.11 0.06 – –
Si IX 341.95 6.05 0.03 0.03 – –
SiVIII 319.84 5.95 0.04 – – –
FeXVI 335.41 6.45 – – 0.86 0.81
FeXIV 334.18 6.3 – 0.04 0.04 –
FeX 184.54 6.05 0.13 0.15 – -
Cont. 0.08 0.05 – 0.06

Notes. The count rates are normalised for each channel. Coronal hole
(CH), quiet Sun (QS), active region (AR) and flare (FL) plasma. (a) Tp
corresponds to the log of the temperature of maximum abundance.
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Foot-point emission also reflects coronal cooling

Decay of the foot-point UV emission reflects coronal 
evolution, when the lower-atmosphere DEM is roughly 
proportional to pressure known as the pressure gauge 
(Fisher 1987, Hawley and Fisher 1992).

equilibrium condition: 	𝑛-Λ 𝑇 = T
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Optically-thin emission at the foot of the coronal loop 
monitors the coronal evolution in the decay phase (Liu et 
al. 2013, Qiu et al. 2013, Zeng et al. 2014).

																𝐶"= ∫𝑅" 𝑇 𝐷𝐸𝑀 𝑇 𝑑𝑇�
� counts/s/pxl



Decay of the foot-point emission: corona cooling
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q When is heating: is heating impulsive?
q Where is heating: along the loop properties.
q What is heating: the physical mechanism. 
q How much is heating: the energy partition 

(Emslie et al. 2004, 2005; Aschwanden et al. 2015-2017)

Multi-loop flare heating: roads ahead



In some flares, 
a single loop stays 
hot for much longer 
than modeled and 
requires elongated 
heating after the 
impulsive heating
(Qiu & Longcope 2016).

TMR + Civ TMR (He II 1640) 

Impulsive heating?



TMR + Civ TMR (He II 1640) 

Temporally and spatially 
resolved multi wavelength 
observations reveal properties 
along one loop, which should 
further constrain model
(e.g., Aschwanden et al. 2009).
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TMR + Civ TMR (He II 1640) He II 304 

Heating by slow magneto-
sonic shock generating 
loop-top HXR emission 
(Longcope et al. 2016).

𝐻 = e
^f

gh
gJ
~4×10m erg/s/Mx

What is the heating?



TMR + Civ TMR (He II 1640) He II 304 

RHESSI observed and 
model synthetic X-ray 
spectrum.

RHESSI observed and 
model synthetic X-ray 
image (at the loop top).

(Longcope et al. 2016).



The view from the chromosphere to the corona

– 20 –

Table 1. Event Information

Event# Date Region Time (start/peak/end) Mag CME speed km/s

1 2011 Dec 26 AR 11384 N17W02 11:23 11:50 12:18 C5.7 736
2 2011 Sep 13 AR 11289 N23W21 23:23 23:34 00:17 C2.9 408
3 2011 Feb 15 AR 11158 S20W11 01:46 01:54 03:37 X2.2 669

Note. — Table 1 is published in its entirety in the electronic edition of the Astrophysical Journal. A portion
is shown here for guidance regarding its form and content.

aSample footnote for table 1 that was generated with the deluxetable environment

bAnother sample footnote for table 1

Fig. 1.— AIA images taken at each peak time for the 2011 December 26 event with very

regular two flare ribbons. The flare is just located at the solar disk center and the eruption
spreads along the flare ribbon from southwest to northeast. Post flare loops are clearly seen
from EUV hot channels.

3500 K – 10 MK, 1” – 2”, full-disk, 12 – 24s, 24/7, by AIA  

TMR + Civ TMR (He II 1640) He II 304 



DEM(x, t): Cheung et al. 2015, Plowman et al. 2013, Hannah & Kontar 2011, 
Aschwanden & Boerner 2011 …

0.5-1 MK

1-2 MK

2-4 MK

4-7 MK

7 - 14 MK



DEM(t) from logT = 6.2 – 7.8, combining RHESSI and EVE 
observations (Caspi et al. 2014)



Summary

Great progress incorporating model + observations, 
still a distance from taking full advantage of even 
existing 4d data.

Flare plasma evolution from the corona to the 
chromosphere is coherent.

Need to understand what are the mechanisms (and 
energy partition) responsible for heating and 
dynamics in all stages of flare evolution.


