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ABSTRACT

Aims. We investigate the possibility of modeling the active region coronal emission in the EUV and X-ray filters using one, universal,
steady heating function, tied to the properties of the magnetic field.
Methods. We employ a simple, static model to compute the temperature and density distributions in the active region corona. The
model allows us to explore a wide range of parameters of the heating function. The predicted EUV and X-ray emission in the filters
of EIT/SOHO and XRT/Hinode are calculated and compared with observations. Using the combined improved filter-ratio (CIFR)
method, a temperature diagnostic is employed to compare the modeled temperature structure of the active region with the temperature
structure derived from the observations.
Results. The global properties of the observations are most closely matched for heating functions scaling as B0.7−0.8

0 /L0.5
0 that depend

on the spatially variable heating scale-length. The modeled X-ray emission originates from locations where large heating scale-lengths
are found. However, the majority of the loops observed in the 171 and 195 filters can be modeled only by loops with very short heating
scale-lengths. These loops are known to be thermally unstable. We are unable to find a model that both matches the observations in
all EUV and X-ray filters, and contains only stable loops. As a result, although our model with a steady heating function can explain
some of the emission properties of the 171 and 195 loops, it cannot explain their observed lifetimes. Thus, the model does not lead
to a self-consistent solution. The performance of the CIFR method is evaluated and we find that the diagnosed temperature can be
approximated with a geometric mean of the emission-measure weighted and maximum temperature along the line of sight.
Conclusions. We conclude that if one universal heating function exists, it should be at least partially time-dependent.
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1. Introduction

The solar corona is a rather complex environment. Space-borne
observations, made mostly in the extreme ultraviolet (EUV) and
X-ray spectral domain, have revealed that the corona is highly
structured, with the emission concentrated into spatially con-
fined, individual structures that are sometimes closely packed
together. The presence of a magnetic field, a high degree of ion-
ization of the low-β coronal plasma, and the frozen-in condition
ensures that these structures are thermally isolated from their
surroundings. The most basic structures are coronal loops, which
are thin, elongated, arch-like, bent cylinders delineating mag-
netic field lines, rooted in the solar chromosphere on one or both
ends. Coronal loops commonly occur above photospheric mag-
netic flux concentrations, i.e., in active regions, with the hot X-
ray loops (> 2 MK; e.g., Klimchuk et al. 2010) constituting the
active region core, and the warm (∼ 1 MK) EUV loops located
on the periphery. Apart from the coronal loops, coronal emis-
sion can originate from bright points located above small bipolar
photospheric regions, and in the EUV spectral domain from the
moss (e.g., Peres et al. 1994; Berger et al. 1999; Fletcher & De
Pontieu 1999; Schrijver et al. 1999; Martens et al. 2000), i.e.,
upper transition region of hot, high-pressure loops.

The very existence of the solar corona implies that there
is of some sort of heating mechanism or mechanisms. Despite
decades of theoretical and observational development, the coro-
nal heating mechanism remains elusive. This is commonly re-

ferred to as the coronal heating problem (see e.g. Aschwanden
2005; Klimchuk 2006, for a review). The spatial and temporal
properties of coronal emission and thus the spatial and temporal
properties of temperature and density are linked to the proper-
ties of the heating function. Because of this, constraints on the
coronal heating function can be derived. This is commonly done
in two ways: either by directly analyzing the observations (e.g.,
Porter & Klimchuk 1995; Aschwanden et al. 1999, 2000, 2008;
Ugarte-Urra et al. 2009; Reale et al. 2009a,b; Warren et al. 2010,
to name just a few), or by forward modeling of the observed
emission distribution under a set of assumptions including en-
ergy equilibrium (e.g., Schrijver & Aschwanden 2002; Schrijver
et al. 2004; Mok et al. 2005; Warren & Winebarger 2006, 2007;
Mok et al. 2008; Gontikakis et al. 2008; Winebarger et al. 2008;
Lundquist et al. 2008a,b). While the active region core appears to
be consistent with steady heating (Antiochos et al. 2003; Warren
et al. 2010), the majority of the EUV loops are not (Aschwanden
et al. 2001; Winebarger et al. 2003). However, they can be ex-
plained by dynamical heating (e.g., Susino et al. 2010; Klimchuk
et al. 2010, and references therein). Apart from this, the connec-
tion of the heating function to the magnetic structure of the active
region corona remains unclear, although the results of Schrijver
& Aschwanden (2002) and Mok et al. (2008) suggest that heat-
ing is locally dependent on the magnetic field.

Furthermore, coronal loops exhibit roughly constant diam-
eter (e.g., Klimchuk 2000; Watko & Klimchuk 2000; López
Fuentes et al. 2006, 2008). This is in contrast to the roughly
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potential-like shape of the magnetic field constituting these coro-
nal loops, since flux-tubes of the potential field are expanding
with height. The effect of loop expansion is likely to play a sig-
nificant role in the emission distribution in the corona and also in
the transition region, since the variations in the emitting volume
depend on the shape of the flux-tube. By taking into account
that the loop expansion is inversely proportional to the mag-
netic field, models have been found to match the observations
(Schrijver et al. 2004; Brooks et al. 2008) and also to explain the
observed contrast in the EUV structures (DeForest 2007).

In summary, despite two decades of continuous observations
of active region corona with instruments such as Yokhoh, SOHO,
TRACE, Hinode, STEREO, and now SDO, it is still unclear
whether the observations can be modeled with one single, uni-
versal heating function. We note especially that some previous
forward models of active region corona (Warren & Winebarger
2006, 2007) have not been successful in reproducing both the X-
ray and EUV filter observations, or did not attempt to model the
EUV observations at all (Lundquist et al. 2008a,b). The question
of whether these observations can be modeled simultaneously
is addressed in this paper under the asumption of steady heat-
ing. We expand some of the previous works by tying the heating
function to the properties of the magnetic field, described by the
loop expansion factor and the heating scale-height, and also by
including the phase average of the thermally unstable loops. The
description of the model, including the parametrization of the
heating function, is summarized in Sect. 2. Section 3 deals with
observations of the active region NOAA 10963 that are mod-
eled in this paper. Our results are given in Sect. 4, and discussed
in Sect. 5. Section 6 summarizes the conclusions drawn in this
paper, and gives a possible answer to the question posed in the
title.

2. Model construction

The aim of this section is to construct a model of the active re-
gion coronal emission. To do this, we employ an analytical ap-
proximative method using potential field extrapolations and scal-
ing laws for coronal loops. This approach allows us convert the
assumed magnetic field model to the temperature and density
distributions in the active region corona. The analytical model
is used because constructing a 3D MHD model of the active re-
gion corona is a computationally challenging task. Reducing the
problem using analytical approximations allows us to explore a
large parameter range for the assumed function of the coronal
heating, which is one of the purposes of this paper.

2.1. Magnetic field extrapolation

To compute the model of the magnetic field B of the active re-
gion, the potential approximation is assumed

∇ × B = 0 . (1)

The potential approximation is the lowest approximation possi-
ble, since it assumes that the electric current j vanishes every-
where in the active region.

We note that the validity of the potential approxima-
tion is questionable. For instance, Sandman et al. (2009) and
Aschwanden & Sandman (2010) found considerable misalign-
ment between the magnetic field obtained from the potential ap-
proximation in comparison to the shapes of the coronal loops
derived from the STEREO/EUVI observations (Wülser et al.
2004). However, López Fuentes et al. (2006) showed that linear

force-free fields can also be quite poor approximations of the
real magnetic field in active regions. Even non-linear force-free
field models, which are solutions of the equation ∇ × B = αB
with α , const, can produce misalignments with the real coro-
nal loops. These misalignments are comparable to the misalign-
ments of the potential field models (DeRosa et al. 2009).

Lundquist et al. (2008a) found that employing the non-linear
force-free field leads only to a marginal improvement in the cal-
culated emission model. Gontikakis et al. (2008) concluded that
α ≈ 0 for a bundle of 360 coronal loops, even though α can vary
from loop to loop. In their model, the currents along each loop
were generated by differences in electric potential between foot-
points caused by the random displacements of footpoints in turn
caused by random motions of photospheric plasma. Gudiksen &
Nordlund (2005a,b) found that the coronal field is close to the
potential one for regions without strong photospheric shear.

For these reasons, we retained the potential approximation
of the magnetic field, even if part of the X-ray loops in the
core of the active region modeled in this paper (Sect. 3.1.1) do
not correspond to the potential approximation. We utilized the
magnetic field extrapolation method of Alissandrakis (1981) and
Gary (1989) based on Fourier transformations. This method re-
quires only the vertical component of the magnetic field, Bz, as
the boundary condition. This component can be obtained from
the longitudinal component as commonly observed by e.g. the
MDI/SOHO instrument (Scherrer et al. 1995), if the observed
portion of the photosphere lies near the disk center.

2.2. Temperature and density distributions

To compute the distributions of temperature and density in the
active region corona, we employed the scaling laws derived by
Dudı́k et al. (2009a), with a few modifications. The computa-
tional scheme is outlined below.

We assume that a coronal loop is a single-strand structure ly-
ing along a magnetic field line, i.e, the loop geometry is given by
the magnetic field. The loop is anchored in the photosphere on
both ends and its cross-section expands with height in the corona
because of the expansion of the magnetic field. The temperature
and density structure are the result of the stationary energy bal-
ance between coronal heating EH, radiative losses ER, and the
divergence of the thermal conductive flux FC

−ER + EH − ∇.FC = 0 , (2)

where we assume non-zero thermal conductivity only along the
magnetic field (Spitzer 1962)

FC(s) = κ0T 5/2 dT
ds
, (3)

where κ0 � 9.2 × 10−12 Wm−1K−7/2 is the Spitzer thermal con-
duction coefficient, 0 ≤ s ≤ L represents the coordinate along
the field line, and T = T (s). The position s = L represents the
position of the loop top.

The heating term is assumed to be time-independent, i.e.,
steady, and exponentially decreasing along the coronal section
of the loop (Sect. 2.3)

EH(s ≥ s0) = EH0 exp
(
− s − s0

sH

)
, (4)

where s0 denotes the position of the footpoint in the upper chro-
mosphere and sH is the heating scale-length.
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The radiative-loss term is assumed to have a power-law de-
pendence on the temperature T characterized by the power-law
index σ and multiplication constant χ

ER(χ, σ) = χn2
eTσ . (5)

The electron density ne entering Eq. (5) is linked to the plasma
pressure and temperature by the equation of state

p(s) = qne(s)kBT (s) , (6)

where q ≈ 2 is the number of particles per free electron and kB ≈
1.38×10−23 JK−1 is the Boltzmann constant. We assume that the
coronal plasma is in hydrostatic equilibrium along a given loop.
The pressure stratification is then given by following relation
(Aschwanden & Schrijver 2002)

p(s) = p0(s0) exp
(
− z(s) − z0(s0)
λp(s)

(
1 + z(s)/R⊙

)
qλ

)
, (7)

which holds for non-isothermal plasma along the loop. In this
relation, the height profile z = z(s) of the loop is given by loop
geometry, λp(s) = kBT (s)/µmHg⊙ is the pressure scale-height, µ
is the mean particle weight, mH is the mass of the hydrogen atom,
and qλ is the correction factor for the non-isothermal loops

qλ(L, sH,T1) = c0(T1) + c1(T1)
(

L0

sH

)c2(T1)

, (8)

given by Aschwanden & Schrijver (2002). Here we use L0 =
L − s0 instead of L. The coefficients ci are functions of the tem-
perature T1 at the loop top (apex) and are given in Table 1.

The apex temperature T1 and base pressure p0 are tied to the
loop parameters by the scaling laws (Dudı́k et al. 2009a)

T1 =

(
4

7κ0

)2/7

I(σ, P)−4/7E2/7
H0 L4/7

0 (9)

. exp
(
−2

7
β2

z1 − z0

λp(z1)
(
1 + z1/R⊙

)
qλ

)
exp

(
−2

7
γ2

L0

sH

)
,

p0 = L−1
0 T (11−2σ)/4

1

3 + 2σ
7

q2k2
B

χ

7κ0
4

I(σ, P)2P′
1/2

(10)

. exp
(
−3β1

z1 − z0

λp(z1)
(
1 + z1/R⊙

)
qλ

)
exp

(
−3γ1

L0

sH

)
,

where z1 = z(s = L) is the height of the loop top. These scal-
ing laws are the first and second integral of the energy balance
(Eq. 2) under the assumptions of a symmetric loop with mono-
tonically increasing temperature profile T (s) and vanishing ther-
mal conduction across the loop top and footpoints (Dudı́k et al.
2009a). Their comparison to the earlier derived scaling laws of
Rosner et al. (1978), Serio et al. (1981), and Aschwanden &
Schrijver (2002) is also given by Dudı́k et al. (2009a).

The presence of the parameters P, P′, β1, β2, γ1, and γ2 are
caused by the use of the mean-value theorem during the deriva-
tion of the scaling laws. Their values are found by approximat-
ing the numerical solutions of the energy balance equation given
in Eq. (2) with the scaling laws. The numerical solutions are
constructed using the hydro package (Aschwanden & Schrijver
2002) of the SolarSoft environment in the regime L0/sH ≤ 3
corresponding to stable loops (Sect. 2.4). During their construc-
tion, a radiative-loss function with χ = 10−31.81 Wm3K1/2 and
σ = 1/2 (Kuin & Martens 1982) together with a semi-circular
loop geometry above the height of the chromosphere z0 = 3 Mm
were assumed. We set the parameters P and P′ to be equal to

Table 1. Coefficients for the qλ function (Eq. (8)) and the scaling laws
(Eqs. (9) and (10))

T1 1MK 3MK 5MK 10MK

c0 +0.6995 +0.6889 +0.6848 +0.6896
c1 +0.0137 +0.0151 +0.0173 +0.0218
c2 +1.1113 +1.1444 +1.1358 +1.1250

β1 −0.0163 +0.0043 +0.0193 +0.0473
γ1 −0.0779 −0.0907 −0.0941 −0.0703

β2 −0.1217 −0.3734 −0.5171 −0.6410
γ2 +0.6401 +0.7624 +0.7989 +0.7562

1 and compute the best-fit parameters β1, β2, γ1, and γ2 by the
Levenberg-Marquardt algorithm. Their values are listed in Table
1. The relative error of the scaling laws obtained in the described
manner is lower than 20% and 10%, respectively, which is an im-
provement in the values found for variable P and P′ by Dudı́k et
al. (2009a).

The temperature profile T (s) is closely approximated by the
generalized elliptical function (Aschwanden & Schrijver 2002)

T (s) = T1

(
1 − S a(T1)

)b(T1)
, (11)

where S = (L − s)/L0, and a(T1) and b(T1) are given by expres-
sions similar to that of Eq. (8). Values of ai(T1) and bi(T1) are
given in Table 1 of Aschwanden & Schrijver (2002). The above
relation is valid for L0/sH ≤ 3. For higher values of this ratio,
up to 25, we can apply the correction (Aschwanden & Schrijver
2002):

T (s) = T1

(
1 − S a(T1)

)b(T1)
(
1 +

1
2

log10

(
L0

sH

)
(1 − S ) S 5

)
. (12)

For a given T1, the relative error of these temperature profiles
is less than 1% (Aschwanden & Schrijver 2002). In general, the
corrected T (s) profile does not have its maximum at the loop top,
but at some position smax along the loop. The value Tmax is ≤
1.05T1 (Aschwanden & Schrijver 2002, Fig. 9 therein). For such
T (s), the scaling laws in Eqs. (9) and (10) cannot be derived,
because T (s) is not monotonic. However, the small departure
of the Tmax from T1 would allow for an approximation of the
temperature profile by constant for s ≥ smax. Then, the scaling
laws can be employed together with the corrected T (s) profile
given in Eq. (12).

We compute the temperature and density distributions
T (x, y, z) and ne(x, y, z) at each voxel (volume element) of the
computational box. The lower boundary z = 0 of the compu-
tational box corresponds to a portion of the photosphere repre-
sented by the MDI magnetogram (Fig. 1), with the voxel size
∆x = ∆y = ∆z = 1.43 Mm corresponding to the resolution of the
MDI instrument.

For each voxel (x, y, z), the field line passing through its cen-
ter (x+ 1/2, y+ 1/2, z+ 1/2) is traced. For a given field line, and
thus a given point, the parameters s, s0, L0, EH0, and sH (Sect.
2.3) are determined. These parameters are then used to compute
the T1 and p0 distributions using Eqs. (9) and (10). The effects
of non-circular loop geometry are neglected, because they lead
only to small changes in T1 and p0 (Dudı́k et al. 2009a). Since
the expression in Eq. (9) for T1 depends on λp(z1), which itself
depends on T1, the value of T1 is computed iteratively. For con-
vergence reasons, the λp is averaged over two iteration steps.
Finally, T and ne are determined using Eqs. (11), (12), (7), and
(6) in this order. The obtained values of T and ne at the given
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point (x + 1/2, y + 1/2, z + 1/2) then represents the T and ne in
the entire voxel (x, y, z).

With a sufficiently high magnetogram resolution, this tech-
nique would allow us to capture small spatial variations in T and
ne that could correspond to loop substructuring. However, the
pixel size of the MDI instrument is rather large, thus the achieved
resolution of T and ne is unable to resolve any substructures.
Nevertheless, the derived temperature and density distributions
are directly linked to the properties of the magnetic field (Sect.
2.3).

Another advantage of computating T and ne in this manner
is that there is no pre-selection of field lines along which the
emission is computed, which had been done by other authors
(e.g., Schrijver et al. 2004; Warren & Winebarger 2006, 2007;
Lundquist et al. 2008a,b; Gontikakis et al. 2008; Brooks et al.
2008). It has also the advantage of uniformly spaced voxels, i.e.,
there is no danger of under-representation of any given emitting
sub-volume of the box because of the low number of field lines
passing through it. Any apparent structures on the synthetic im-
ages (Sect. 4) must then be due to truly loop-like distributions
of temperature and density in the computational box. The con-
version of the obtained distributions of T and ne to the synthetic
emission using filter responses is described in Sect. 3.2.

2.3. The heating term

To study the effects of various heating functions on the result-
ing emission, we parametrized the base heating rate EH0 as a
time-independent, power-law function depending on the mag-
netic field at the footpoint B0 and the half-length of the coronal
portion of the loop L0. The heating function given in Eq. (4) is
then

EH0 exp
(
− s − s0

sH

)
= CH0

(
B0

Bref

)ρ (Lref

L0

)τ
exp

(
− s − s0

sH

)
, (13)

where Bref = 100 G and Lref = 100 Mm are pre-set reference
values so that the CH0 [Wm−3] is the base heating rate of a loop
with L0 = Lref and B0 = Bref . The CH0 is treated as a free pa-
rameter together with ρ and τ. Such or similar parametrizations
of the base heating rate were used by e.g. Schrijver et al. (2004),
Warren & Winebarger (2006, 2007), Lundquist et al. (2008a,b),
and Brooks et al. (2008). However, these authors used a priori
fixed value of CH0, i.e., a fixed scaling for temperature. Treating
CH0 as a free parameter enables us to adjust the modeled tem-
perature distribution to the temperature distribution derived from
the observations (Sect. 3.3).

The heating scale-length sH is computed as the distance
along the loop strand between points where Bρ decreases from
Bρ0 to Bρ0/e. In practice, we determine B0 in the photosphere
rather than in the upper chromosphere – transition-region bound-
ary at the height z0. This is because the B0z at the photosphere
is directly measured and not derived from the extrapolation
method. Since the scaling laws require symmetric heating at both
footpoints, the actual value of B0 is computed as the average of
the magnetic field at footpoints in positive and negative polarity

B0 = (B0P + B0N)/2 (14)

and a similar relation applies to the computation of sH.
Since the flux-tubes in a potential field expand with height,

the loop expansion factor Γ is determined as the ratio of the
strand cross-section at the apex to the cross-section at the foot-
point, A1/A0. Flux conservation then leads to the simple expres-
sion

Γ = B0/B1 , (15)

where B1 is the magnetic field at the apex of the strand.
Aschwanden & Schrijver (2002) concluded that the effect Γ

on numerical solutions for coronal loops is similar to the effect
of shortening the sH. Using this result, they derived the following
correction

sΓH =
sH√

1 + (Γ − 1)sH/L
, (16)

which is valid for sH ≤ L. For larger sH, the relation is sΓH =
L/
√
Γ − 1. We do not use this second correction, since the ma-

jority of coronal loops in the model have sH < L and using
the correction given by Eq. (16) introduces an error of within
a factor of two even for near-uniformly heated loops. Corrected
scale-lengths sΓH are then used throughout the Eqs. (8) – (12) up
to values of L0/sΓH ≤ 25. Loops with shorter scale-lengths are
discarded as well as open loops, for which the L0 cannot be cor-
rectly determined.

In practice, one cannot expect the heating to be symmetric at
both ends of the loop. In the particular case of AR 10963 studied
in this paper (Sect. 3), the parameters B0P, B0N, sHP, and sHN can
differ by a factor of ten or more for the two footpoints, even if
the total heating EH0sΓH

(
1 − exp

(
−L0/sΓH

))
along the two halves

of the loop rarely differ by more than a factor of 2.5. Such loops
are anchored in a positive polarity plage with B0P ≈ 200 G on
one end and in the negative-polarity sunspot with B0N ≥ 2000
G at the other end. While the B increases slightly with height
near the plage footpoint, it decreases rapidly near the sunspot
footpoint. There is no stationary hydrodynamic solution for such
loops (Lundquist et al. 2008a). In our model, these loops have
extremely large Γ, on the order of 103 − 104. Thus, the corrected
sΓH fall well below the limit of L0/sΓH ≤ 25 and these loops are
discarded.

2.4. Coronal loop stability and the scaling laws

Very short heating scale-lengths sΓH can lead to solutions of the
energy balance equation given in Eq. (2) that are not stable (e.g.,
Serio et al. 1981; Aschwanden et al. 2001; Winebarger et al.
2003; Müller et al. 2003, 2004, 2005; Karpen et al. 2005, 2006).
In principle, there are two types of instabilities that must be con-
sidered: a Rayleigh-Taylor instability occurs if ∇ne.g < 0, and
thermal instability occurs if the heating and the thermal con-
duction near the loop apex are insufficient to balance the ra-
diative losses, leading to the formation of a condensation and
condensation-evaporation cycle for the coronal loop (Müller et
al. 2003, 2004, 2005).

Aschwanden et al. (2001) found following approximative
criterion for the existence of stably stratified coronal loops, that

sΓH,Mm '
√

L0,Mm , (17)

where the sΓH,Mm and L0,Mm are expressed in units of Mm.
Winebarger et al. (2003) derived the criterion for coronal loops
with temperature maximum at the loop apex

sΓH,Mm ' A(T )Lδ(T )
0,Mm , (18)

where the parameters δ(T ) ≈ 0.75 − 0.9 and A(T ) are given in
their Table 3. In the region bounded by Eqs. (17) and (18), stable
solutions with temperature maximum away from the loop apex
(temperature reversals) exist (e.g., Müller et al. 2004, 2005, Fig.
2 and Fig. 1 therein, respectively). The temperature profiles of
such loops are similar to the profiles given by Eq. (12). Müller et
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al. (2003, 2004, 2005) numerically studied three loops with dif-
ferent lengths. The shortest heating scale-lengths for which sta-
ble solutions exist follow the stability criterion of Aschwanden
et al. (2001) quite closely. According to the results of Müller et
al. (2003, 2004, 2005) and also e.g. Klimchuk et al. (2010), loops
with shorter scale-lengths undergo the condensation-evaporation
cycle during which the loop initially rapidly heats up and fills
with plasma because of the chromospheric evaporation. The con-
densation and subsequent draining caused by the thermal insta-
bility then develops because of insufficient heating near the apex.
The cycle is periodic with periods of up to several hours or tens
of hours. Despite this, Kuin & Martens (1982) report that the
emission measure averaged over many loops with evenly dis-
tributed phases is identical to that of a static loop of slightly
higher temperature.

The scaling laws given in Eqs. (9) and (10) with the values
of the parameters listed in Table 1 are strictly valid only in the
range of L0/sΓH ≤ 3 where the numerical solutions are found
using the hydro package. The numerical solutions for L0/sH > 3
are extremely difficult to find for convergence reasons. Because
of this, we extrapolate the scaling laws to obtain temperature
and density distributions for larger values of the L0/sΓH ratio, i.e.,
shorter heating scale-lengths sΓH, which occur in either a strong
or rapidly expanding magnetic field. This approach is similar to
the one used by Schrijver & Aschwanden (2002). These authors
used the scaling laws of Serio et al. (1981) to model the solar
and stellar coronae, but they excluded loops with heating scale-
lengths shorter than the limit given by the criterion in Eq. (17).

If the numerical coverage of the L0/sΓH > 3 region were suffi-
cient, then the validity of our extrapolated scaling laws could be
checked, possibly with modifications of the parameters β1,2 and
γ1,2 to appropriately describe solutions in this region including
the average of the cyclic ones.

3. Observations and their interpretation

We now present the observations of a particular active region
along with the analysis of these observations. The need for ob-
servations comes from the simple fact that if the properties of the
coronal heating function are to be discerned, the resulting emis-
sion model must match the observations. Because the emission
model assumes steady heating, static energy and pressure equi-
librium, and a potential field approximation, the chosen active
region has to be non-flaring, at least roughly potential, and con-
tain loops of vastly different half-lengths (e.g., peripheral loops
and a bright point) to constrain the value of τ.

3.1. Active region NOAA 10963

The active region NOAA 10963 appeared on the eastern solar
limb on 2007 July 8, crossed the central meridian on July 13
and disappeared on the western limb on July 20. It produced
14 C-class flares during the first three days, followed by non-
flaring period. The active region was bipolar, with more than
one inversion line present until July 12 (βγ configuration), and
bipolar (β configuration) from July 13.

The observations used in this paper were obtained by various
space-borne imaging instruments on July 13, around 19:00 UT.
The observations are summarized in Table 1 and discussed in
detail in the following subsections.

The active region, according to the MDI/SOHO magne-
togram obtained at 19:12 UT (Fig. 1), consists of a leading
negative-polarity spot, a small negative-polarity plage located to

Table 2. Summary of employed AR NOAA 10963 observations

instrument filter time of observations exposition
[UT] [s]

MDI/SOHO 19:12:02

EIT/SOHO 171 Al+1 19:00:13 12.59
EIT/SOHO 195 Al+1 19:13:45 12.99
EIT/SOHO 284 Al+1 19:06:17 122.59

18:19:44, 18:33:26, 0.36, 0.51,
XRT/Hinode Al-poly/Open 19:16:35, 19:30:16, 0.51, 0.51,

19:44:56, 19:58:39 0.51, 0.51

18:18:02, 18:31:46, 1.03, 1.03,
XRT/Hinode C-poly/Open 19:14:53, 19:28:37, 1.03, 1.03,

19:43:14, 19:57:00 1.03, 1.03

18:20:21, 18:34:03, 1.03, 1.03,
XRT/Hinode Open/Ti-poly 19:17:12, 19:30:54, 1.03, 1.03,

19:45:33, 19:59:16 1.03, 1.03

18:19:12, 18:32:44, 2.05, 2.90,
XRT/Hinode Be-thin/Open 19:15:58, 19:29:34, 2.90, 2.90,

19:44:18, 19:57:57 2.90, 2.90

18:18:34, 18:32:15, 16.39, 16.39,
XRT/Hinode Be-med/Open 19:15:25, 19:29:05, 16.39, 16.39,

19:43:45, 19:57:27 16.39, 16.39

TRACE 171 16:00:45 - 22:59:38 55.11 - 65.34

XRT/Hinode C-poly/Open a 16:03:59 - 22:59:45 0.51 - 1.03,

a data used for construction of lightcurves in Fig. 2

the south of the spot, and two smaller positive-polarity spots to
both the east and west sides of a positive-polarity plage (Fig.
1). A secondary bipole (bright point) located to the north of the
active region polarities started emerging around 9:30 UT.

3.1.1. EIT/SOHO and XRT/Hinode observations

The EUV and X-ray emission of the active region was ob-
served in all four EUV filters by the EUV Imaging Telescope
(EIT, Delaboudinière et al. 1995) onboard the SOHO spacecraft
(Domingo et al. 1995), and in several X-ray filters and filter com-
binations by the X-ray telescope (XRT, Golub et al. 2007; Kano
et al. 2008) onboard the Hinode spacecraft (Kosugi et al. 2007).

EIT/SOHO imaged the full Sun in all filters every four hours.
In this work, we use observations in filters EIT 171, EIT 195, and
EIT 284 (Fig. 1) made shortly after 19:00 UT (Table 2).

From the available XRT/Hinode observations, we use ob-
servations in five filters, Al-poly/Open, C-poly/Open, Open/Ti-
poly, Be-thin/Open, and Be-med/Open. In addition to these
observations, XRT/Hinode observed the active region using
Open/Al-thick, Al-poly/Ti-poly, and C-poly/Al-thick filters.
Observations in the Al-thick filter are quite noisy and therefore
unusable, while observations in Al-poly/Ti-poly filter combina-
tion are not required, since observations in each filter are already
available. For simplicity, the “Open” word will be omitted from
now on.

The data were calibrated using standard procedures im-
plemented in the SolarSoft environment running under IDL
(Freeland & Handy 1998), namely the eit prep and xrt prep rou-
tines, which include the exposure normalization and removal of
cosmic rays. The calibrated EIT data are quite noisy, probably
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Fig. 1. Active region NOAA 10963. Top row, left to right: EIT/SOHO snapshots in EIT 171, EIT 195, and EIT 284 filters, XRT Al-poly and
Be-med temporal average over the 18:00 - 20:00 UT period. Bottom row, left to right: Snapshot in TRACE 171 filter at 19:15:54 UT, TRACE 171
temporal average over the period of 16:00 to 23:00 UT, MDI/SOHO magnetogram with the disk coordinate system, potential extrapolation of the
magnetic field overlaid on the MDI/SOHO magnetogram, and the temperature structure of the active region obtained using the CIFR method. EIT,
XRT, and TRACE observations are scaled with the square-root of intensity to enhance areas of weaker emission, e.g. the secondary bipole located
near the upper right corner of individual images. TRACE 171 observations were deconvolved to remove the stray light. MDI/SOHO magnetogram
is saturated to values of ±1000 G. The arrow in the TRACE average image denotes loops that are discussed in Sect. 4.1.

because of the contamination of the CCD (Defise et al. 1997).
To reduce the noise, EIT data are smoothed by the 3x3 boxcar.
The signal in XRT filters were improved by averaging over a
time period of 18:00 – 20:00 UT, i.e., the XRT data used in this
paper and displayed in Fig. 1 are the averages of six individual
observations (Table 2). The averaging is justified, because the
signal observed by XRT varied little with time (Fig. 2 top).

To remove the effect of the Sun’s rotation, all data were de-
rotated to 19:00 UT, which corresponds to the time of observa-
tions in EIT 171 filter. For XRT data, the residual shifts due to
the spacecraft jitter were removed using the xrt jitter routine. We
note that this routine gives almost identical results to the cross-
correlation technique used by e.g. Warren et al. (2010).

The smoothing employed in the EIT data slightly reduced
the resolution, which is 2.63′′ per EIT pixel. The resolution of
XRT is about 1.02′′. The coalignment of the data from these two
instruments was achieved manually for both the EIT 284 filter
and XRT Be-thin filter. In order not to lose the accuracy of the
coalignment, non-smoothed EIT 284 data were used. Thus, the
maximum error in the coalignment is equal to 1 EIT pixel. The
coalignment is insensitive to the choice of the XRT filter, since
the observed distribution of emission is similar in all XRT filters.
To illustrate this point, observations in the thinnest (Al-poly) and
thickest (Be-med) XRT filters are displayed in Fig. 1.

The observed distribution of EUV and X-ray emission shown
in Fig. 1 consists of a hot, bright X-ray active region core. The
brightest structures within the core are non-potential loops con-
necting regions of opposite polarity. The core is surrounded on
both sides by less bright loops. In the EIT 171, the core of the
active region is relatively dim, except the bright moss regions lo-
cated directly above plage polarities. Warm loops, both open and
closed, are located on the peripheral parts of the active region. In
EIT 195 and EIT 284, the loops tend to concentrate progressively
more in the active region core. The described morphology of ac-
tive region emission is common for active regions (e.g., Warren
& Winebarger 2006, 2007; Ugarte-Urra et al. 2009; Brooks &
Warren 2009; Warren et al. 2010)

The secondary dipole is visible in all EIT and XRT filters,
but the ratio of its maximum intensity to the maximum intensity
observed in a given filter decreases with increasing temperature
of the maximum of the filter response (Sect. 3.2). The ratio is
about 0.40 for EIT 171, 0.34 for EIT 195, 0.21 for EIT 284, 0.10
for XRT Al-poly, and only 0.06 for the XRT Be-med filter.

The potential magnetic field extrapolation roughly captures
the shape of warm coronal loops (Fig. 1), but fails to reproduce
the shape of the brightest X-ray loops, which appear to be tan-
gled. Thus, the distribution of the modeled emission in the active
region core cannot be expected to closely reproduce the shape of
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Fig. 2. Lightcurves for the five selected boxes, A–E (Fig. 1). Top:
lightcurves for XRT C-poly data, Middle: lightcurves for TRACE 171
data, Bottom: lightcurves for TRACE 171 data with removed stray light.
In the top image, the XRT C-poly lightcurves for boxes A, D, and E
have been shifted by 300, 600, and 900 DNs−1px−1, respectively.

these tangled loops. However, it can be expected to reproduce
the spatial extent and intensity distribution of the active region
core.

3.1.2. TRACE 171 observations and the active region
stability

Modeling active region emission with steady models is mean-
ingful only if the emission is stable within a given time interval.
To determine whether the EIT “snapshots” (i.e., observations in
only one time) can be used as an appropriate representation of
active region emission, the evolution of the active region emis-
sion has to be studied. TRACE (Handy et al. 1999) observed the
active region in the 171 filter with a cadence of approximately
1 minute. There are on average about 40 observations per hour,

with data gaps corresponding to the satellite night-time period.
The observations were calibrated and normalized using the stan-
dard trace prep routine, corrected for solar rotation, and decon-
volved with the instrumental point-spread function of DeForest
et al. (2009) to remove the stray light. The correction for rota-
tion yields better results than cross-correlation with a single se-
lected frame. The resolution of TRACE 171 data is 0.5′′, which
is about 5.3 times better than the EIT resolution. Coalignment
with EIT 171 is achieved using cross-correlation. An example
of the TRACE 171 observation made at 19:15:54 UT is shown
in Fig. 1. The peripheral loops, moss, and secondary bipole are
clearly visible.

In principle, two direct checks of the variation in emission
observed by a given filter can be performed. First one is the
comparison of a given snapshot to the time-averaged image.
The time-averaged TRACE 171 image is displayed in Fig. 1.
The average image appears more “fuzzy” than a single snap-
shot. Although this indicates changes with time in both moss
and coronal loop intensities, the overall emission morphology
is similar. To quantify the magnitude of the emission variation,
we selected five rectangular regions and constructed lightcurves
of pixel-averaged intensities Ī over the time period of 16:00 -
23:00 UT. In the construction of the lightcurves, we selected
only pixels with signals greater than 1.5 DN s−1px−1 to remove
background pixels. The lightcurves are the second possible way
of checking the variation in the observed emission. The five
selected rectangles encompass the secondary bipole (A), moss
regions (B and C), and portions of the coronal loops (D and
E, Fig. 1). The area of the rectangles A to E is 507.3, 711.5,
197.7, 830.1, and 724.7 Mm2, respectively. These areas are large
enough for projection effects due to solar rotation to be ne-
glected.

To study the effect of stray light, the lightcurves are con-
structed using the “standard” data with the stray light and data
with the stray light removed. These lightcurves for TRACE 171
are displayed in Fig. 2 middle and bottom. It is obvious that the
stray light affects the results. Its removal leads to changes in the
relative intensity of various structures. The intensity of the sec-
ondary dipole increases on average by 19.9%. The increase in
intensity for the moss regions B and C is 12% and 11%, respec-
tively, while the regions D and E containing only coronal loops
have an average intensity that is almost unchanged, being −1%
and 2%, respectively, above the intensities for non-deconvolved
data. Thus, in line with DeForest et al. (2009), we strongly rec-
ommend removing the stray light as a standard procedure for
imaging instruments.

The variation in the selected rectangles A to E can be quan-
tified by computing the percentage difference between the max-
imum and mean intensities, (Īmax − ¯⟨I⟩)/ ¯⟨I⟩, or the ratio of stan-
dard deviation to the mean intensity σ(Ī)/ ¯⟨I⟩, where the upper
bar and brackets denote the box-averaged and time-averaged
values, respectively. The σ(Ī)/ ¯⟨I⟩ quantity characterizes the dis-
persion in the lightcurves, while the (Īmax − ¯⟨I⟩)/ ¯⟨I⟩ is strongly
biased towards brightest events (Ugarte-Urra et al. 2006). The
values of these quantities for the five selected boxes are summa-
rized in Table 3 for TRACE 171 data with removed stray light.
For non-deconvolved data, the variability is generally smaller
by a factor of ∼0.9. We note that the values for B and C con-
firm the results of Antiochos et al. (2003), who found that the
variations in moss intensities observed in TRACE 171 filter are
only ≈ 10% over a period of five hours, and the results of Brooks
& Warren (2009), who found that the σ(Ī)/ ¯⟨I⟩ for moss ob-
served by Hinode/EIS (Culhane et al. 2007), using the line in
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Table 3. Variability in selected boxes

filter ratio A B C D E

TRACE 171 σ(Ī)
⟨Ī⟩ 4.7% 6.0% 5.3% 8.3% 11.4%

TRACE 171 Īmax−⟨Ī⟩
⟨Ī⟩ 9.0% 11.2% 8.0% 20.0% 21.0%

XRT C-poly σ(Ī)
⟨Ī⟩ 13.9% 11.3% 15.3% 6.3% 7.5%

XRT C-poly Īmax−⟨Ī⟩
⟨Ī⟩ 29.2% 20.9% 52.3% 14.5% 16.8%

line 195.12 Å, is less than 15% for individual macropixels over
period of 16 hours.

The same analysis was performed using the data observed
by XRT/Hinode in C-poly filter, except for the removal of stray
light, since the point-spread function of the XRT telescope is not
yet known. In this analysis, pixels with signal greater than 15
DN s−1px−1 are taken into account. The results are summarized
in Table 3. The variability in boxes A, B, and C is greater than
the variability seen in TRACE 171. However, the σ(Ī)/ ¯⟨I⟩ for
boxes B and C is not greater than ∼15%, similar to the values
found by previous authors for emission observed by XRT above
the locations of moss in TRACE 171 (Brooks & Warren 2009;
Warren et al. 2010). The value (Īmax − ¯⟨I⟩)/ ¯⟨I⟩ = 52.34% for the
box C is caused by the greater emission around 16:10 UT. In the
time interval 18:00 - 20:00 UT, the emission in box C is quite
stable, as is the emission in other boxes.

We thus conclude that there are no significant changes in the
emission of the active region around the time of the MDI/SOHO
observations (Table 2), and for this reason, the active region is
suitable for modeling under the assumption of steady heating.

3.2. Filter responses to emission

The emission observed by using EUV and X-ray filters can be
linked to the plasma temperature T and electron density ne by
the filter response to emission F(T, ne) (e.g., Dudı́k et al. 2009b)

F(T, ne) =
1

4π

"
g(λ) G(T, ne, λ, A)n2

e dλ dl , (19)

where 1
4π is a geometrical factor, g(λ) is the combined spec-

tral response of the telescope, filter and the detector, λ denotes
the wavelength, l is the coordinate along the line-of-sight, and
G(T, ne, λ, A) is the spectral contribution function for a set of el-
ement abundances A, which we assume to be coronal. The value
of G(T, ne, λ, A)n2

e is the plasma emissivity per unit volume. The
emissivity contains contributions from emission spectral lines
and continuum, which is important mostly in the X-ray part of
the spectrum. We use the CHIANTI atomic database and soft-
ware, v5.2 (Dere et al. 1997; Landi et al. 2006) to calculate the
contribution function. The response functions for EIT and XRT
filters used in this paper are shown in Fig. 3 top and middle for
the assumed value of emission measure 1027 cm−5. The XRT re-
sponses are functions of T only, i.e., they are relatively indepen-
dent of ne, which comes from the behavior of X-ray spectrum.
The possible influence of various particle distributions (e.g., κ-
distributions) on the filter responses (Dudı́k et al. 2009b) is not
considered in this paper.

The XRT responses are time-varying because of the depen-
dence on the CCD contamination layer, which changes the in-
strument’s spectral response g(λ). This is taken into account dur-
ing the construction of the XRT responses using the standard

Fig. 3. Top: Responses of the EIT filters to T for ne = 109 cm−3. Middle:
Responses of five XRT filters to T . The XRT filter responses are in-
dependent of ne. Both EIT and XRT responses are normalized to the
emission measure of 1027 cm−5. Bottom: Combined improved filter ra-
tio constructed from the five XRT filter responses.

make xrt wave resp routine of the SolarSoft. The contamination
layer on the CCD of the EIT telescope is not taken into account,
since this option is not provided by the eit parms routine.

If the distributions of temperature T (l) and density ne(l)
along the line of sight are known, Eq. (19) can be used to calcu-
late the observed signal in the given filter. In general, the inverse
problem is not easily solved for coronal plasma, since the ob-
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served signal is an integral along the line of sight (but see e.g.
Vásquez et al. 2009; Aschwanden et al. 2009).

In this work, we use Eq. (19) to convert the obtained temper-
ature and density distributions (Sect. 2.2) to the predicted sig-
nal. To this end, we computed the wavelength-integrated quan-
tity F′(T, ne) = n2

e

∫
g(λ)G(T, ne, λ, A)dλ for a logarithmically

distributed values of T and ne. The distribution of temperatures
and densities, T (x, y, z) and ne(x, y, z) obtained in the manner
described in Sect. 2 are then converted to the distribution of
F′(x, y, z). The distribution of F′(x, y, z) is then multiplied by the
voxel volume and integrated along the line of sight l ≡ z to ob-
tain the distribution F(x, y) of the predicted signal. We note that
in the computation of F′(x, y, z), no additional correction for ex-
panding loop geometry is neccessary, because a given field line
is used to compute T (x, y, z) and ne(x, y, z) only at one point cor-
responding to a given voxel (x, y, z) and the voxels are uniformly
spaced.

3.3. Temperature diagnostic using CIFR

In principle, the temperature can be diagnosed from observa-
tions in multiple filters, if the ratio of filter responses is a mono-
tonic function of temperature. This is not in general true for EUV
filters, but possible for X-ray filters. To optimize the signal-to-
noise (hereafter S/N) ratio, Reale et al. (2007) proposed the com-
bined improved filter ratio (CIFR) method, which evaluates the
square of the geometric mean of five filter responses divided by
the responses of the two thinnest filters

CIFR(T ) =

(
5∏

n=1
Fi(T )

)2/n

F1(T )F2(T )
. (20)

In this paper, F1 is Al-poly, F2 C-poly, F3 Ti-poly, F4 Be-thin,
and F5 Be-med filter responses. The CIFR(T ) curve is indepen-
dent of ne and is for these five filters depicted in Fig. 3 bottom.
Under the assumption that the plasma is isothermal, the tem-
perature map of the active region can be constructed simply by
computing the value of CIFR for each pixel and finding the cor-
responding T (e.g., Parenti et al. 2010). The temperature map of
the active region 10963 is depicted in Fig. 1.

In practice, this method will not detect temperatures below
the value of log10(T ) ≈ 6.2 because of to filter response limita-
tions. This lower limit is given by the response of the XRT Be-
med filter, which is the thickest one used here (Fig. 3 middle).
The actual value of the lower temperature limit is to some extent
set by the highest acceptable S/N ratio in each filter, which we
take to be equal to (1/10)1/2 ≈ 31.6%. The temperature structure
in Fig. 1 is plotted only for pixels where the relative error in the
XRT signal is in all filters lower than this value. This is done to
exclude the areas of weak signal with very low S/N ratio.

The assumption that the coronal plasma is isothermal is al-
most never satisfied, since it is optically thin. In the least, con-
tamination from diffuse background and/or foreground emission
is present, or the plasma is multithermal (e.g., Schmelz et al.
2005; Schmelz & Martens 2006; Cirtain et al. 2007; Schmelz
et al. 2007a, 2008; Aschwanden et al. 2008; Schmelz et al.
2009a; Terzo & Reale 2010; O’Dwyer et al. 2010), or there is
a contribution from low-intensity high-temperature component
(e.g. Reale et al. 2009a,b; Schmelz et al. 2009b,c). The effects
of plasma multithermality are discussed in Reale et al. (2007)
and for TRACE in e.g. Weber et al. (2005) and Schmelz et al.
(2007b). We return to the assumption of isothermal plasma in

Sect. 4.4, where the performance of the CIFR method is evalu-
ated.

4. Results

Using the approach outlined in Sect. 2, we constructed an
array of models spanning wide ranges of free parameters:
−4.0≤ log10(CH0)≤−2.0, with the step of ∆ log10(CH0)= 0.25,
0.25≤ ρ≤ 2.0, with the step of ∆ρ= 0.25, and 0≤ τ≤ 2, with the
step ∆τ= 0.25. In addition, for 0.5≤ ρ≤1.0, the models are com-
puted with ∆ρ= 0.1. Altogether, this translates into 972 models.
For each of these models, we computed the synthetic EIT and
XRT emission in three and five filters, respectively, and derived
the synthetic T (CIFR) map from the synthetic XRT filtergrams.

The computational box has 121× 201× 91 uniformly spaced
voxels. The horizontal size of the computational box corre-
sponds to the portion of the MDI/SOHO, EIT/SOHO, TRACE,
and XRT/Hinode observations shown in Fig. 1. Resolution of
the computational box corresponds to the resolution of the
MDI/SOHO instrument, 1.43 Mm.px−1.

4.1. Best-fit to the observed emission

Finding a single model consistent with all observations is a chal-
lenging task because of the vast number of produced images.
Our strong selective criterion was that of a suitable temperature
structure. We found that if the T (CIFR) derived from synthetic
X-ray filtergrams does not correspond to the T (CIFR) derived
from the observations, then the given model does not reproduce
all or any of the observations. This emphasizes the primary role
of the temperature structure of the active region in constraining
the coronal heating problem.

After retrieving only the models with the appropriate tem-
perature structure, a best-fit model is found by a visual compar-
ison with the observations. We note that Warren & Winebarger
(2006) utilized the dependence of the total modeled X-ray inten-
sity on the unsigned photospheric magnetic flux for 26 active re-
gions as a criterion for selection among various parametrisations
of the heating rate. However, these authors found that visual-
izations and their comparisons to observations are neccessary to
select among models with total intensity matching the total ob-
served intensity. We are thus motivated to use the visualizations
of the predicted emission distribution relative to observations as
a strong selection criterion.

The suitable models must satisfy our following conditions
for visual comparison:

1. The spatial extent of the X-ray core must be neither too small
nor too large compared to the observations. The brightest,
tangled loops in the center are not expected to be reproduced
accurately because of the potential extrapolation (Sect. 2.1
and 3.1.1).

2. Strong X-ray emission should not appear outside of the core
of the active region.

3. All three components of the EUV emission, i.e., coronal
loops, moss, and the secondary dipole must be present.

4. The intensity of the moss and the secondary dipole should
be neither too bright nor too faint compared to each other, to
the coronal loops, and also to the observations.

We emphasize that our visual criteria concern only the global
properties of the active region emission, since a detailed match
is not possible owing to the potential approximation. We also
remind the reader again that the emission models do not contain
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Fig. 4. Best-fit to the observations. Top row: Observations in five filters shown in linear intensity scale. Second row: Predicted (synthetic) intensity
images. Third row: Probability density function of the predicted intensity as function of the observed intensity. Black color represents higher
concentration of points. Bottom row: Histograms of the observed (black line) and predicted intensity distributions (gray line). The filling factor f
used to scale the predicted intensity is listed in individual graphs.

open loops, which are discarded (Sect. 2.3), and that the visual
agreement is sought only for models with a suitable temperature
structure.

In practice, several tens of models yield appropriate temper-
ature structure. These models are clustered within a small pa-
rameter range. Applying the listed criteria for visual compar-
ison reduces this parameter range to only a few models with
ρ= 0.6 – 0.8 and τ= 0.25 – 0.5. We find that the closest visual
fit is achieved for ρ= 0.7 – 0.8, log10(CH0)=−3.0, and τ= 0.5.

The comparison with observations is displayed in Fig. 4 and the
comparison of the modeled and observed temperature structure
derived using CIFR method is displayed in the first column of
Fig. 5. Temperature structure is very sensitive to any change
in these parameters, even if the changes in the resulting emis-
sion are small. The influence of various free parameters on the
modeled temperature structure and the synthetic emission is dis-
cussed in Sect. 4.2.

10



J. Dudı́k et al.: Is it possible to model observed active region coronal emission simultaneously in EUV and X-ray filters?

Fig. 5. Temperature distributions derived from five various models using the CIFR method. Each column corresponds to a different model. The
model parameters are listed in the images at the top. Top row: Temperature distribution maps. Middle row: Probability density function of the
temperature distributions derived from the predicted and observed X-ray emission. Bottom row: Temperature distribution histograms.

The predicted (synthetic) emission is quite high compared to
the observed signal. This is a well-known property of both the
static and dynamic models and is usually attributed to the pres-
ence of a filling factor f (e.g., Porter & Klimchuk 1995; Warren
& Winebarger 2006, 2007; Warren et al. 2008; Lundquist et al.
2008a,b; Winebarger et al. 2008; Warren et al. 2010). The filling
factor can also be determined from observations (e.g., Tripathi et
al. 2009). We determine the filling factor as the ratio of the mean
observed intensity to the mean predicted intensity. The filling
factors for each filter are different, being smallest for X-ray fil-
ters (0.067 for Al-poly and 0.063 for Be-med filter), and slightly
larger for EIT filters (0.149 for EIT 171, 0.112 for EIT 195, and
0.257 for EIT 284). We note here that some of the discrepancy
in the filling factors may be caused by errors in the EIT calibra-
tion (Sect. 2.1), with the EIT 284 data being most affected by
the contamination. We also note that according to the observa-
tions, a plasma with T (CIFR) ≈ 2 – 3 MK occupies most of the
area on the temperature map (Fig. 1). The increase in f in the
1–2 MK interval is also consistent with the results of Schrijver
et al. (1999) based on inspection of TRACE observations. The
existence of the filling factor in our model means that only a
portion of the voxel volume is filled with heated plasma. The fill-
ing factor can account for both the possibility of substructuring,
i.e., multi-strand loops with wide-ranging densities in different
strands, or for the possibility that only a small portion of the ac-

tive region coronal volume is heated at a given time (Warren &
Winebarger 2006). However, without sufficiently high magne-
togram resolution, we cannot determine which situation corre-
sponds to reality. The n2

e f and possibly T obtained by our model
in a given voxel should then be taken only as average quantities
for this voxel.

Following Lundquist et al. (2008a,b), the level of agreement
between the model and the observations can be quantified by the
correlation coefficient r, rank correlation coefficient t, and the
weighted-rms relative error w. We modify the computation of w

w =

√√√∑
i

(
Iobs,i − f Ipred,i

)2
/Iobs,i∑

i Iobs,i
(21)

by the inclusion of the filling factor f . The correlation coeffi-
cients r and t are independent of f . To compute these values, the
observations are regridded to match the resolution of the compu-
tational box. The obtained values of r, t, and w are listed in each
synthetic image in Figs. 4 – 7.

We note that the values obtained for our best-fit model,
namely r ≈ 0.8 and w / 1 are better than those obtained by
Lundquist et al. (2008a) and listed in their Table 4. However,
they consider a different heating function and also a different
instrument (SXT/Yohkoh). For heating scaling as B0/L0, we ob-
tain similarly “worse” values of w ≈ 1 − 1.5 as Lundquist et al.
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Fig. 6. Similar as in Fig. 4, but for τ = 0.25.

(2008a) do, but our synthetic images do not correspond to the
observations for such a scaling.

Another way of quantifying the level of agreement between
the model and observations is to perform a pixel-to-pixel com-
parison of intensities and intensity histograms as shown in Fig. 4.
The pixel-to-pixel comparison is plotted in the form of a prob-
ability density function (pdf), i.e., the density of points on the
scatterplot. The pdf allows us to discern a higher concentration
of points (darker color) rather than display a simple scatterplot
as a cloud of points. The probability density function follows
the Ipred = Iobs line on the plots only roughly. The situation is at
its worst for the X-ray filters, where the potential approximation
breaks down for the tangled loops. The intensity histograms for
all filters are much more accurately reproduced.

The best-fit model captures the following properties of the
observed active region emission: (1) the general emission mor-
phology, with a hot X-ray active region core that is very similar
in the Al-poly and Be-med filters, (2) the existence of warm,
closed coronal loops located at the northern and southern pe-
riphery of the active region core, with the longest loops seen in
the 171 filter being cooler and lying more on the periphery than
shorter, warmer loops in EIT 195 and 284, (3) unstructured in-
tensity profile and constant cross-section of coronal loops, (4)
existence of moss, which is brightest in the Fe XII and Fe XIII
lines (Tripathi et al. 2010), i.e., in EIT 195, and (5) progressive
lowering of the intensity of the secondary bipole with increasing
maximum temperature of the filter response.

Apart from the detailed comparison, the modeled emission
differs from observations in several aspects. These include (1)
the presence of warm, diffuse loop-like emission overlying the
X-ray active region core, (2) the presence of warm loops mainly
in EIT 171 in areas where none are observed, and (3) discrepan-
cies in the intensities of the secondary bipole and moss emission.

The overlying diffuse, loop-like emission comes from a dif-
fuse bundle of ≈ 0.9 – 1.4 MK loops located at heights of 30
– 60 Mm above the chromosphere. Loops in this temperature
range are known to exist in active regions, being a distinct pop-
ulation from the core X-ray loops (Ugarte-Urra et al. 2009).
However, such loops are not prominent in observations of our
active region, although some loops are observed in this place in
the TRACE 171 seven-hour average image (Fig. 1). The presence
of such loops can be a consequence of the potential extrapola-
tion, which is not valid in locations where tangled X-ray loops
are observed. This is because a different field geometry leads to
changes in the values of loop half-lenghts L0 and also to changes
in the properties of the field, i.e., the rate of field decrease sH
and expansion Γ, which are in our model directly linked to the
predicted emission through the temperature and density distribu-
tions (Sect. 2).

The loops predicted in the vicinity of the box D in Fig. 1
are not observed by EIT 171. However, similar loops are visi-
ble in the TRACE 171 seven-hour average image. These loops
lie ≈ 5′′ southwards of the predicted ones and are indicated with
an arrow in Fig. 1. The emission of these loops peaks at ap-
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proximately 17:15 and 22:00 UT. This could indicate that not all
predicted warm loops are visible at a given time.

The secondary bipole is very bright in the predicted EIT 171
and 195 emission, and has no intensity predicted in the XRT
Be-med filter. The ratio of its maximum intensity to the maxi-
mum intensity predicted for the entire active region is 0.86 for
EIT 171, 0.70 for EIT 195, 0.16 for EIT 284, 0.02 for XRT Al-
poly, and 0 for XRT Be-med filter. In general, both the secondary
dipole and moss intensities are very sensitive to the value of τ,
but in the opposite sense: if τ decreases, the dipole intensity de-
creases, but the moss intensity increases. Lowering the value of
τ to 0.25 would lower the dipole intensity ratio to be closer to
the observed values for EIT 171 and 195, and increase the moss
intensity in EIT 171, but would also lead to an increase in the
intensity of the peripheral X-ray loops (Fig. 6), outside the ob-
served spatial distribution of the X-ray emission, violating the
second criterion for visual comparison.

4.2. Role of the free parameters ρ, τ, CH0, and z0

To demonstrate the influence of the free parameters of the heat-
ing function represented by Eq. (13) on the resulting emission
and temperature distributions, we change each of these parame-
ters while keeping the other two the same as in the best-fit model.
For z0 = 3 Mm (Sect. 3.2), we chose models with τ= 1.0 (ρ= 0.8,
log10(CH0)=−3.0), with ρ= 1 (τ= 0.5, log10(CH0)=−3.0), and
with log10(CH0)=−2.5 (ρ= 0.8, τ= 0.5). The emission distribu-
tions in five filters are displayed in Fig. 7 and the corresponding
temperature structure in Fig. 5.

The temperature structure is displayed only for points where
the relative error in the predicted signal in all of the XRT filters
is less or equal to (1/10)1/2 ≈ 31.6%. This is neccessary to avoid
errors due to low signals with high photon noise. The histograms
of the observed and modeled temperature structure are displayed
in Fig. 5 bottom row only for points where the relative error is
greater than this value in both the observations and the model
prediction. Since the spatial distribution of the predicted signal
varies with the parameters of the heating function, the number
of pixels where the predicted signal is high enough is different
for each model. This causes slight variations in the histogram of
the observed temperature structure.

Increasing τ to 1 further enhances the emission of the sec-
ondary bipole, but suppresses the intensity of the moss. The
temperature of shorter, core loops increases from approximately
4 MK to 5 MK. The temperature distribution moves to higher
temperatures (Fig. 5 second column).

Increasing ρ to 1 steepens the dependence of the emission on
the magnetic field in the footpoints, B0, and shortens the scale-
lengths sΓH. As a result, the temperature distribution widens (Fig.
5 third column). The emission distribution slightly contracts spa-
tially, i.e. shorter loops become apparent. The EIT 171 intensity
of the diffuse loop-like structure overlying the active region core
increases, making it even more prominent.

Increasing the base heating rate to log10(CH0)=−2.5 moves
the temperature distribution to higher temperatures (Fig. 5 fourth
column), since T1 ∼ (CH0)2/7 to a first approximation (Eq. 9 and
13). As a result, the emission morphology changes, different
loops can become visible, and the moss intensity in EIT 171 and
195 decreases significantly.

The height of the chromosphere-transition region boundary,
z0, can also be considered a free parameter of the model. In
essence, it controls how many horizontal layers in the computa-
tional box near the photosphere will be discarded. For z0 = 3 Mm
(Sect. 3.2), the discarded voxels are the ones with z= 0 and z= 1.

To study the effect of z0, we compute a model with z0 = 1.3 Mm
(Aschwanden & Schrijver 2002), which retains voxels with
z= 1. Since decreasing the z0 increases L0, the temperature dis-
tribution moves slightly to higher temperatures (Fig. 5 last col-
umn). It also decreases the intensity of the moss and increases
the emitting volume of the secondary bipole, which becomes
a prominent emitting feature in the EIT 171 synthetic image
(Fig. 7 last row). We note that the height of the transition re-
gion in the model of Gudiksen & Nordlund (2005a) varies be-
tween 2.7 – 12.3 Mm, with an average of 5 Mm. In our case, the
predicted emission after adopting z0 = 5 Mm would be smoother
because of the absence of additional layers, but it would also
again lead to the disappearance of the moss. We thus consider
z0 = 3 Mm to be an adequate value for the modeling of the ac-
tive region emission and note that the transition region appears
only at z0 > 2 Mm in the standard chromospheric models (e.g.,
Vernazza et al. 1981; Avrett & Loeser 2008).

4.3. Role of the sH in the structure of the active region corona

It is known that uniform heating cannot reproduce the observed
EUV emission of the active region (e.g., Warren & Winebarger
2006). In the resulting emission models, the predicted intensity
in the EUV filters are dominated by moss, and there are almost
no coronal loops present. In our model, fixing the scale-length
sΓH or the ratio L0/sΓH to a pre-defined value would lead to diffuse
emission simply because T1 ∼ B2ρ/7

0 and p0 ∼ B6ρ/7
0 , according

to Eqs. (9), (10), and (13). Computing the sH from the magnetic
field decrease along the given field line ties the sH to the mag-
netic structure of the active region corona. Using the sH com-
puted in this way along with the loop expansion factor Γ allows
us to approximate the structure of the magnetic field during com-
putation of the distributions of T and ne. Since the magnetic field
is spatially variable, sH and Γ are variable as well. The structure
of temperature and density distributions T (x, y, z) and ne(x, y, z)
within the computational box then strongly depend on the spatial
structure of the sΓH(x, y, z).

The dependence of the EIT 171 and XRT Al-poly signal in
individual voxels on the value of L0/sΓH is plotted in Fig. 8 left
and middle. This figure shows that the EIT 171 signal originates
dominantly from voxels where L0/sΓH ' 5, while the strongest
XRT Al-poly signal is produced by loops for which L0/sΓH / 5.
The reason for this is easy to understand: according to the scaling
law for T1 (Eq. 9), higher values of L0/sΓH lead to lower values
of T1, because γ2 >0. There are several voxels where the EIT
171 signal is strong for L0/sH / 5 because of the high density
in such voxels, as can be inferred from comparison of Fig. 8 left
and right.

That EIT 171 and XRT signals are formed predominantly in
loops with different L0/sΓH shows that the spatial variability of sΓH
in this work is important for capturing the emission properties
of the active region. It could also explain why the 171 and X-
ray observations are often “complementary” (e.g., Reale et al.
2007; Martens 2010), i.e., the signals in 171 and X-ray filters are
observed at different locations. According to Fig. 8 right, this is
because for a given ne, the signal in EIT 171 and XRT Al-poly
is anticorrelated because of their dependence on T and thus on
the L0/sΓH ratio.

Applying the stability criterion in Eq. (17) for coronal loops,
we found that all voxels with L0/sΓH ' 10 correspond to unstable
loops that should undergo the condensation-evaporation cycle.
According to Fig. 8 left, the majority of the loops seen in EIT 171
fall into the unstable category, while according to Fig. 8 middle,
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Fig. 7. Role of the heating parameters. Top row: τ = 1, Second Row: ρ = 1, Third row: log10(CH0) = –2.5, Bottom row: chromosphere lowered to
z0 = 1.3 Mm. The parameters of the heating function in Eq. (13) are listed in each row.

14



J. Dudı́k et al.: Is it possible to model observed active region coronal emission simultaneously in EUV and X-ray filters?

Fig. 8. Predicted signal in EIT 171 and XRT Al-poly filters in individual voxels. Left: Logarithm of the probability density function of the depen-
dence of the EIT 171 predicted signal on L0/sΓH. Middle: Same as left, but for the XRT Al-poly filter. Right: Logarithm of the probability density
function of the interdependence of the EIT 171 and XRT Al-poly signal in individual voxels. Density contours are shown as dashed lines (labels
are in cm−3), temperature contours are shown as full lines.

virtually the entire XRT Al-poly signal originates from stable
loops. In addition, while a large part of the 195 loops correspond
to unstable solutions (not shown), the majority of the 284 loops
are stable. These results could explain:

1. Why Aschwanden et al. (2001) and Winebarger et al. (2003)
found that only minority (approximately 30%) of the 171
and 195 loops are consistent with steady-state solutions of
Eq. (2),

2. Why the models based on the steady-state hydrodynamic
solutions of Eq. (2) are successful in reproducing the X-
ray emission morphology (e.g., Warren & Winebarger 2006,
2007; Lundquist et al. 2008a,b),

3. Why the hot, X-ray active region core and the associated
moss appear to be heated steadily (e.g., Antiochos et al.
2003; Warren et al. 2010), and

4. Why the X-ray emission is usually not located above the
sunspot umbra, where very short sΓH are found in our model.

However, the thermally unstable solutions are problematic.
We discuss them, together with their important implications, in
Sect. 5.3.

4.4. CIFR performance evaluation

The model of T (x, y, z) and ne(x, y, z) and the corresponding
emission enables us to evaluate the performance of the CIFR(T )
temperature diagnostic method of Reale et al. (2007) (Sect. 3.3).

To do this, we calculated the following quantities for each
image pixel (x, y) of the best-fit model (Sect. 4.1): the average
temperature Tavg(x, y) along the line of sight z, the maximum
temperature Tmax(x, y), the emission-measure-weighted temper-
ature TEM(x, y) defined as

TEM(x, y) =
∑

z T (x, y, z)n2
e(x, y, z)∑

z n2
e(x, y, z)

, (22)

and the temperature TDEM(x, y) corresponding to the peak of the
differential emission measure (DEM), defined as

DEM(T ) = n2
e

dz
dT
. (23)

The results are summarized in Fig. 9. From this figure, it
is clear that the average temperature Tavg and the EM-weighted

temperature TEM are lower limits to the diagnosed temperature
T (CIFR), while the T (CIFR) is never higher than the actual
maximum temperature Tmax encountered along the line of sight
l≡ z. The TDEM is not a good characteristic of the temperature
structure along the line of sight, since it can be strongly biased
towards cooler and denser voxels. The vertical strips in Fig. 9
bottom are caused by the chosen step in d(log10T ), which we
define to be equal to 0.02 dex.

A useful approximation of the diagnosed temperature
T (CIFR), according to Fig. 9 middle right, is the geometric
mean of TEM and Tmax, i.e.,

T (CIFR) ≈
√

TEMTmax . (24)

We note that the T (CIFR) was derived under the assump-
tion that the plasma is isothermal, which is clearly not true in the
model. However, Eq. (24) allows one to connect the diagnosed
T (CIFR) to the thermal structure T (z) along the line of sight,
even if the T (z) cannot be determined from the observations. It
also shows that for non-isothermal plasma, T (CIFR) should not
be taken as a simple average (Reale et al. 2007) but is more bi-
ased towards the maximum value.

5. Discussion

5.1. Comparison with other emission models

We built a simple model of the active region corona using a
steady heating, potential approximation of the magnetic field and
the static energy equilibrium along a given field line. The static
energy equilibrium is described by the scaling laws and the an-
alytical T (s) and p(s) profiles (Sect. 2.2). Some authors used a
similar approach (Schrijver & Aschwanden 2002; Schrijver et
al. 2004), while others used direct numerical modeling, which
were restricted to the stable solutions (Warren & Winebarger
2006; Lundquist et al. 2008a,b), included time-dependent heat-
ing (e.g., Warren & Winebarger 2007), or built a full MHD
model (Gudiksen & Nordlund 2005a,b; Mok et al. 2008). None
of these models were entirely successful in reproducing, or even
attempting to reproduce, the observed emission simultaneously
in both EUV and X-ray filters. The difference between these
models and ours is that we explicitly included thermally unsta-
ble loops with very short heating scale-lengths by approximating
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Fig. 9. Scatterplots of the dependence of the diagnosed T (CIFR) on
the characteristics of the temperature distribution in the best-fit model.
These include Tavg (top left), TEM (top right), Tmax (middle left),√

TEMTmax (middle right), and TDEM (bottom left). The dependence of
TEM on TDEM is also plotted at the bottom right.

their time-averaged state. This inclusion was done by extrap-
olating the analytical formulae describing the temperature and
density. We also considered the spatially variable heating scale-
length sΓH, which includes the loop expansion factor Γ (Sect. 5.2).

As we showed in Sect. 4, this allowed us to built a model
that does a reasonable job in reproducing the observed emis-
sion distributions in both the EUV and X-ray filters. In partic-
ular, our emission model matches both the spatial extent of the
X-ray core and the general emission distribution (intensity his-
tograms), and contains coronal loops in all filters (Fig. 4). It also
contains the moss and the secondary dipole, and matches the
temperature structure derived from X-ray observations using the
CIFR method (Sect. 4.1). The moss emission in the predicted
EUV images is not as bright as in other models (Schrijver et al.
2004; Warren & Winebarger 2006, 2007; Mok et al. 2005, 2008).
The level of agreement between the observed and predicted X-
ray intensities, as described by the correlation coefficient r and
weighted-rms relative error w (Eq. 21), is in our model slightly
better than in the model of Lundquist et al. (2008a). However, a
detailed, direct pixel-to-pixel comparison does not provide good
agreement especially for the X-ray filters, because of our poten-
tial extrapolation (Sect. 3.1.1).

Fig. 10. Resulting model of emission without taking into account the
loop expansion factor Γ. Left: predicted EIT 171 emission, Right: pre-
dicted XRT Al-poly emission showing strong sidelobes.

Fig. 11. Loop expansion factor Γ at z = 2 (3.6 Mm, left) and z = 20 (29.3
Mm, right) shown in inverse scale, saturated to value of Γ = 50 (black
color). Contour of 100 DNs−1px−1 of the predicted EIT 171 emission
are plotted in cyan. Photospheric quasiseparatrices are shown as thick
green lines.

We note that Mok et al. (2008) utilized a heating function
that is locally dependent on the magnetic field. Their model con-
tains several, evolving EUV coronal loops. In accordance with
observations, these individual EUV loops have nearly uniform
cross-section and a high contrast. Their emission is also roughly
consistent with observations. In our model, the true structure of
the magnetic field is approximated by the parameters B0, L0, sH,
and Γ.

5.2. Loop expansion

The loop expansion factor Γ is an essential part of our model.
Without taking into account its effect on sΓH (Eq. 16), the result-
ing emission would be very different (Fig. 10). In this figure, the
modeled emission encompasses a larger area than the observa-
tions and contains a strong, unstructured diffuse component and
sidelobes that are prominent in the XRT filters. These sidelobes
are due to magnetic field lines rooted in the negative-polarity
sunspot, where the field B0 is at its strongest. The right sidelobe
is located directly above this sunspot, at a location without any
significant observed XRT signal. Sidelobes appear in the major-
ity of models with widely different heating parameters. No com-
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bination of CH0, ρ, and τ can reproduce the observed emission.
We thus conclude that the loop expansion factor Γmust be taken
into account when modeling the active region coronal emission.

The emitting volume in the best-fit model in Fig. 4 corre-
sponds to the volume where Γ/ 50 (Fig. 11). On entering the
quasiseparatrix layers (Priest & Démoulin 1995; Démoulin et al.
1996; Titov et al. 2002), the value of Γ increases rapidly to ≈ 104.
Such high values of Γ then lead to high values of L0/sΓH and pro-
hibits the computation of T and ne in these voxels (Sect. 2.3).
Thus, the emitting volume in the model is topologically con-
fined between the quasiseparatrix layers and the chromosphere.
A similar result was noted by Wang et al. (2000) for X-ray obser-
vations. The intersection of the quasiseparatrix layers with the
photosphere (quasiseparatrices) are shown in Fig. 11 as thick
green lines.

Schrijver et al. (2010) studied the connections between loop
fans consisting of both open and closed loops observed by
TRACE 171 filter and concluded that loop fans lie directly above
the quasiseparatrices (the intersections of the quasiseparatrix
layers with the photosphere). In light of our results, this means
that Γ > 50, at least for the closed coronal loops belonging to the
fan.

Despite the loop expansion factor Γ, the apparent diameter of
coronal loops in the predicted emission images (Fig. 4) does not
exhibit significant expansion. However, the rate sH of the mag-
netic field decrease along a loop, and the loop expansion factor Γ
(Fig. 11), both being the properties of the magnetic field, exhibit
spatial variations on the scale given by the voxel size. Thus, the
spatial variations in the sΓH will also be on the scale of the voxel
size, and finally, the spatial variations in the synthetic emission
will be on the spatial scale of pixels. This explains the absence of
significantly expanding loops in the predicted emission. We note
that these spatial variations are probably resolution-dependent,
although the study to confirm this is beyond the scope of this
paper.

5.3. Thermal nonequilibrium and its implications

In Sect. 4.3, we found that the majority of the modeled warm
loops, seen in the EIT 171 and 195 filters, have very short heating
scale-lengths sΓH. These loops are known to be thermally unsta-
ble and should undergo the condensation-evaporation cycle (e.g.,
Müller et al. 2003, 2004, 2005; Karpen et al. 2005; Klimchuk
et al. 2010). In our model, the cyclic solutions are incorporated
only by using their average over evenly distributed phases (Sect.
2.4).

Ultimately, even with the spatially varying sΓH, we are unable
to find a single model that simultaneously contains only stable
loops and matches both the temperature structure and the EUV
and X-ray observations in all filters (Sect. 4.1).

Klimchuk et al. (2010) studied whether thermally unstable
loops, either monolithic or multi-strand, can match the observed
ones. For monolithic loops, they obtained a highly structured in-
tensity profile, a feature that is not observed. The intensity pro-
file of multi-strand loops, averaged over the randomly distributed
phases, was much more homogeneous. Nevertheless, they found
that such loops would have lifetimes that are longer than the ob-
served ones. In addition, the condensation-evaporation cycles in
their model were only quasi-periodic, which presents a problem
for the phasing of individual strands for more than one cycle. On
the basis of these results, Klimchuk et al. (2010) ruled out ther-
mal nonequilibrium, because of a too localized heating in the
active regions, as an explanation of the warm 171 loops.

This poses a problem for our model. It means that even if
our model does a reasonable job in reproducing the observa-
tions (Sect. 4.1, 5.1), and links this emission to the properties
of the magnetic field (Sect. 2, 5.2), in the end it cannot explain
all the observed features. That is, since our model must include
unstable loops to match all observations, it is inherently not self-
consistent. The immediate implication is that the heating of at
least the warm 171 and 195 loops should be dynamic, i.e., time-
dependent, since the possibilities of building emission models
with static heating now seem to be exhausted.

Finally, we note that even if we exclude the unstable loops
from the process of selection of the best-fit model in Sect. 4.1,
the values of the heating parameters CH0, ρ, and τ can still be
valid. Excluding the unstable loops, a best-fit model must be
found by using the EIT 284 and the X-ray filters only. The cri-
terion of matching the temperature structure can obviously be
kept. The criteria for the visual comparison can then be supple-
mented with for instance the requirement of matching the EIT
284 intensity histogram. Using these criteria, we arrive at the
conclusion that only models with log10(CH0) = −3.0, ρ= 0.7 –
0.8, and τ= 0.5 – 0.75 are suitable. These values are almost iden-
tical to those found in Sect. 4.1.

5.4. Identification of the heating mechanism

The purpose of building a model of active region coronal emis-
sion is to identify the heating mechanism by constraining the
heating parameters. The proposed heating mechanisms were
summarized and parametrized in Mandrini et al. (2000, Table 5
therein) and discussed and graphically summarized in Lundquist
et al. (2008b, Table 1 and Fig. 12 therein).

At a glance, the parametrization of the best-fit model ob-
tained in this paper, with ρ= 0.7 – 0.8 and τ= 0.5, does not corre-
spond to any of the proposed heating mechanisms. This is caused
mainly by the parameter τ, since the majority of the proposed
coronal heating mechanisms have τ≤ 0 or τ≥ 1, with no mod-
els in-between. Although this interesting result does not enable
us to identify the one (and only) mechanism heating the corona,
it does not rule out the possibility that the corona is heated by
multiple mechanisms.

We note that despite the majority of coronal heating models
exhibiting a dependence on B with ρ equal to 1 or 2, our result of
ρ= 0.7 – 0.8 is not in contradiction with some of these models.
This can be shown by considering that the mass density ρm is
proportional to p0/T1, i.e., according to Eqs. (9) and (10)

ρm ∼ B4ρ/7
0 L(1−4τ)/7

0 . (25)
The heating by reconnection (model 4), based on the work of
Parker (1983), scales as B1L−2ρ1/2

m V2R1 (Mandrini et al. 2000),
where V is velocity and R is the flux-tube radius. Using Eq. (25)
and considering that R∼ B−1/2 because of flux conservation (Eq.
15), the model 4 scales as B1/2+2ρ/7. This scaling has to be equal
to Bρ implying that ρ= 0.7, which is what we found in this paper.
A similar result can be obtained for model 21, where ρ= 5/7
≈ 0.714, or for model 11, where ρ= 0.875.

The result of ρ= 0.7 – 0.8 obtained in this paper agrees with
the result of Fludra & Ireland (2008), who found that EH ∼ ϕγ by
analyzing the line intensities observed by CDS/SOHO. In this
relationship ϕ, is the magnetic flux density at the footpoints of
individual loops and γ ∈ ⟨0.6, 1.1⟩.

The scaling with L cannot be as easily brought into agree-
ment with τ= 0.5, leaving room for additional work. In our
model, the higher the value of τ, the more the emission is con-
centrated near the transition region. For τ= 1, the majority of
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the emission lies at very low altitudes, and very little emis-
sion comes from coronal altitudes (almost no apparent loops)
for τ= 2. In our model, both the moss and the secondary dipole
provide quite strong constrains on the value of τ (Sect. 4.1).

We point out that our scaling relationship obtained for heat-
ing, EH = 10−3 (B0/Bref)0.7−0.8 (Lref/L0)0.5 exp(−(s− s0)/sΓH) is in
agreement with the results of Schrijver & Aschwanden (2002)
and also Schrijver et al. (2004), who as a result of their models
found that the heating flux density scales as

FH = 2 × 104(B0/100)1.0±0.5(L0/24)−0.7±0.3(V/0.4)0.0±0.5 (26)

and

FH = 4 × 1011B1.0±0.3
0 /L1.0±0.5

0 , (27)

[Wm−2] respectively. In our model, the heating flux FH can be
obtained by integrating Eq. (13) with respect to z, taking into
account the vertical decrease of magnetic field B(z), as

FH =

∞∫
z0

EH0 exp(−z/zH) = zHEH0 exp(−z0/zH) (28)

≈ 1.7 × 104 (B0/Bref)0.7−0.8 (Lref/L0)0.5 ,

for z0 = 3 Mm and zH ≈ 20 Mm. The values of ρ and τ obtained
here are within the best-fit limits of Schrijver & Aschwanden
(2002) and Schrijver et al. (2004).

Rewriting Eqs. (26) and (27) using the values of Bref = 100
G and Lref = 100 Mm gives the value of constants as 7.4 ×103

and 4 ×103 Wm−2, respectively. Aschwanden (2005, p. 357) es-
timate the flux FH needed to heat the hydrostatic active region
corona as 5 ×103 Wm−2. Our result, 1.7 ×104 Wm−2, is approx-
imately three times higher. This value is required to match the
modeled temperature distribution (Fig. 5 first column) to the ob-
served one.

Finally, we must caution against attempts to derive scal-
ing relationships of the form p∼ Lβ0 and T ∼ Lγ0 from observa-
tions as done in e.g. Porter & Klimchuk (1995). Using their
weighted t-statistic test on values obtained in the best-fit model
(Sect. 4.1), we found that although these scaling relations are
found to exist and be well defined, both β and γ are functions of
the height z. Their values decrease approximately linearly from
β = −0.3 and γ=−0.2 for z= 2, corresponding to the height of
(z + 1/2)∆z= 3.6 Mm (Sect. 2.2), to β=−3.0 and γ=−1.1 for
z= 20, corresponding to the height of 29.3 Mm. The errors ∆β
and ∆γ are smaller than ±0.1. The values of β and γ found from
observations would then be some mixture of the real values de-
pending on the visibility of coronal loops and their altitudes. In
particular, the result that β ≈ 1 and γ ≈ 0 of Porter & Klimchuk
(1995) was interpreted as EH ∼ L−2

0 according to the scaling laws
of Rosner et al. (1978), which correspond to Eqs. (9) and (10) in
the limits sH→∞ and z1≪ λp(z1). The presence of sH and λp in
Eqs. (9) and (10) causes the departure of the T1(L0) and p0(L0)
relations from the ones derived by Rosner et al. (1978) in such
a way that a given T1 or p0 can be obtained for different L0,
with appropriate sH and λp, even if EH / L−2

0 . Thus, finding the
power law between the observed loop lengths and their temper-
atures or densities is probably not a suitable way of discerning
the properties of the coronal heating mechanism.

6. Conclusions

We have developed a model of the emission of the active region
corona in three EUV and multiple X-ray filters. The model as-
sumes that steady, non-uniform heating occurs at the footpoints.

We included the spatially variable loop expansion factor Γ and
heating scale-length sΓH, and explored a wide range of heating
function parameters. Our main findings can be summarized as
follows:

1. The temperature structure of the active region corona plays
a critical role in the modeling because of the strong depen-
dence of the filter responses on T . In this paper, we have
derived the temperature structure from X-ray observations
of XRT/Hinode using the combined improved filter-ratio
(CIFR) method. We have found that only a model whose
temperature structure matches the temperature structure de-
rived from observations can produce synthetic emission that
approximates the observations. In our model, the tempera-
ture structure is directly linked to the spatial properties of
the heating function. To match the observations, the model
must include the spatially variable loop expansion factor Γ
and the heating scale-length sΓH, which are the properties of
the magnetic field.

2. The best-fit model matches the general properties of the ob-
served emission in all filters. In particular, it predicts coro-
nal loops in both EUV and X-ray filters. However, the mod-
eled loops appearing in the EIT/SOHO 171 and 195 fil-
ters are dominated by very short heating scale-lengths sΓH.
These loops correspond to thermally unstable solutions that
undergo the condensation-evaporation cycle. In our model,
these unstable solutions are incorporated as the average over
evenly distributed phases. With our steady heating, we were
unable to find a model that does not contain the unstable
loops and simultaneously matches observations in all filters.

3. Since our model cannot fit observations in all filters with-
out the unstable solutions, it ultimately cannot lead to a self-
consistent result. This is because the lifetimes of such unsta-
ble loops would exceed the observed ones (Klimchuk et al.
2010). Since there do not seem to be any other possibilities
of building emission models with steady heating, we con-
clude that, at least for the warm loops observed in the 171
and 195 filters, the heating should be dynamic.

4. The stable loops with sufficiently large sΓH correspond to hot
loops observed in the 284 filter and the X-ray filters. In our
model, such large sΓH are found in the active region core, but
outside the sunspot umbrae, in accordance with the observed
locations of the bright X-ray emission in the active regions.

5. The temperature T (CIFR) derived using the CIFR method
can be approximated by the geometric mean of the maximum
temperature Tmax and emission-measure-weighted tempera-
ture TEM (Eq. 24) along the line of sight.

6. The instrumental point-spread function should be subtracted
from observations prior to their interpretation and modeling,
since the presence of scattered light influences the relative
intensities of various observed structures.

We conclude that despite our model based on steady heating
being able to match the general properties of the emission and
link them to the properties of the magnetic field, it does not pro-
vide self-consistent results. Thus, there is no clear answer to the
question posed in the title. If there is a universal heating func-
tion, it should at least be partially time-dependent.
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